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Abstract We analyse the asymptotic dynamics of quasilinear parabolic equations when solutions may
grow up (i.e. blow up in infinite time). For such models, there is a global attractor which is unbounded
and the semiflow induces a nonlinear dynamics at infinity by means of a Poincaré projection. In case
the dynamics at infinity is given by a semilinear equation, then it is gradient, consisting of the so-called
equilibria at infinity and their corresponding heteroclinics. Moreover, the diffusion and reaction compete
for the dimensionality of the induced dynamics at infinity. If the equilibria are hyperbolic, we explicitly
prove the occurrence of heteroclinics between bounded equilibria and/or equilibria at infinity. These
unbounded global attractors describe the space of admissible initial data at event horizons of certain
black holes.
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1. Main results

Consider the scalar quasilinear parabolic differential equation:

ut = L(u) := a(x, u, ux)uxx + bu + f(x, u, ux), (1.1)

with initial data u(0, x) = u0(x) such that a, f : [0, π] × R2 → R are bounded C 2

functions satisfying the strict parabolicity condition a(x, u, ux) ≥ ε > 0, and x ∈ [0, π]
with Neumann boundary conditions.

The equation (1.1) defines a semiflow, denoted by (t, u0) 7→ u(t), in a Banach space
Xα := C2α+β([0, π]) ∩ {Neumann b.c.}, which is a space of Hölder continuous functions
to be defined in § 2. We suppose 2α + β > 1, so that solutions are in C1([0, π]).
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Unbounded Sturm attractors 543

The class of equations (1.1) that only exhibit bounded solutions is called dissipative. In
this setting, if b = 0 and f satisfy certain growth conditions, there exists a global attractor,
A ⊆ Xα, given by the maximal compact invariant set that attracts all bounded sets, see
[5]. Moreover, the dynamics in A is gradient, due to a Lyapunov function constructed by
Zelenyak and Matano [37, 45] given by:

E :=

∫ π

0

L(x, u, ux)dx such that
dE

dt
= −

∫ π

0

|ut|2

a(x, u, ux)
dx ≤ 0. (1.2)

Therefore, the attractor is decomposed as A = E ∪ H, where E denotes the equilibria
points (time independent solutions, i.e. ut = 0) and H stands for the set of heteroclinic
orbits, i.e. a solution u(t) ∈ H satisfies:

ej
t→−∞←−−−− u(t)

t→∞−−−→ ek, where ej , ek ∈ E , j 6= k. (1.3)

The task of explicitly finding equilibria and which heteroclinics occur is called the
connection problem. In particular, necessary and sufficient conditions are given in order
to guarantee the occurrence of heteroclinics among two given hyperbolic equilibria as
in (1.3). Such construction of the global attractor was carried out in the semilinear con-
text (a ≡ 1) with Hamiltonian reaction f (u) by Brunovský and Fiedler [11], whereas
the more general reaction f(x, u, ux) was treated by Fiedler and Rocha [16], and in case
of periodic boundary conditions by Fiedler, Rocha and Wolfrum [19]. Quasilinear and
fully nonlinear equations were pursued by one of the authors [31, 34]. These attrac-
tors are known as Sturm attractors because the connection problem can be solved by
means of nodal properties discovered by Sturm [43], and generalized by Matano [36] and
Angenent [2].

On the other hand, the class of equations (1.1) that admit unbounded solutions are
called non-dissipative. Solutions u(t) that become unbounded in X α as t→T can be
divided into two categories. First, finite time blow-up solutions, when T <∞, are part of
an established and active research topic, see [20] and references therein. Second, infinite
time blow-up solutions (also called grow-up solutions), when T = ∞, have attracted a
more recent attention. For the existence of grow-up in equations with a localized reaction,
see [4, 14], and in case of a fractional diffusion, see [38]. In the non-dissipative setting,
there does not exist a global attractor in the usual sense, which is the maximal compact
invariant set, see [25]. Yet, there is an unbounded global attractor A ⊆ Xα which is
defined as the minimal invariant non-empty set in X α attracting all bounded sets, firstly
introduced by Chepyzhov and Goritskii [13]. See also [8].

We desire to describe the dynamical behaviour of unbounded solutions of (1.1). In
Lemma 2.1, we will show that b> 0 is a sufficient condition for the existence of grow-up
solutions. Moreover, we will decompose the unbounded attractor A into smaller invariant
sets, describe them and show how they are related by means of heteroclinics, as in the
dissipative case. Such attractors are known as unbounded Sturm attractors.

Despite non-dissipativity, the parabolic equation (1.1) still possess a Lyapunov function
according to (1.2), as long as solutions exist. Therefore, in case of hyperbolic equilibria,
the following dichotomy holds: either a solution remains bounded and converges to a
bounded equilibrium as t→∞, or it is a grow-up solution. See [25, Section 4.3] and [41].
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χ ∈ L2

z ∈ R

Xα ↪→ L2 × {1} (u, 1)

(0, 0)

P(u, 1)S+

S∞

Figure 1.1. Poincaré projection P from phase-space Xα ↪→ L2×{1} into the hemisphere S+. As
solutions grow-up, ||u(t)||L2 → ∞, the projection P(u, 1) converges to the equator S∞ := S+|z=0.

The grow-up solutions were interpreted as heteroclinic orbits to infinity by Hell in [24].
In order to describe the dynamics of unbounded solutions and account for how solu-
tions grow-up, an infinite dimensional sphere S∞ was added at infinity with an induced
semiflow, by means of a Poincaré projection. Previous investigations to understand such
structure at infinity for semilinear equations were done by Hell [24], Ben-Gal [7] for
f (u), Pimentel and Rocha [40] for f(x, u, ux), and Pimentel [39] for periodic boundary
condition. We now describe this process in detail.

The Poincaré projection maps the phase-space X α of (1.1) to a subset of the unit
sphere in L2 × R. Indeed, identify X α with Xα × {1} ⊆ L2 × {1}. The set L2 × {1} is
the tangent space (at the north pole) of the northern hemisphere, S+ ⊆ L2 × R, called
the Poincaré hemisphere and given by:

S+ := {(χ, z) ∈ L2 × [0, 1] : ||χ||2
L2 + z2 = 1}. (1.4)

Then for each point in phase-space, u ∈ Xα ⊆ L2, consider the line that passes
through (u, 1) ∈ L2 × [0, 1] and the origin (0, 0) ∈ L2 × [0, 1]. This line intersects the
upper hemisphere S+ at a point, which defines the projection P : Xα×{1} → S+, called
the Poincaré projection1. See Figure 1.1.

The coordinates of the projection P(u, 1) are denoted by (χ, z) and can be computed
from the colinearity of the points (0, 0), (u, 1), and the intersection at (χ, z) with the
hemisphere S+, yielding:

(χ, z) := P(u, 1) =

 u√
1 + ||u||2

L2

,
1√

1 + ||u||2
L2

 . (1.5)

Therefore, Hell’s perspective that grow-up solutions in X α are heteroclinics to infinity
can be interpreted (in terms of the Poincaré projection P) as solutions in the hemisphere

1 The Poincaré projection is often called compactification, since it compactifies finite dimensional
spaces. However, it does not compactify the infinite dimensional phase-space Xα.
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S+ that converge to the equator, which is characterized by z = 0 and ||χ||2
L2 = 1. Indeed,

note that z = 1 if, and only if, u ≡ 0. Hence, the origin of X α is mapped to the north
pole of S+. Moreover, z decreases to 0 if, and only if, ||u||L2 increases to ∞. Therefore
the relevant asymptotic unbounded dynamics of the projected semiflow is contained in
the unit sphere of L2, consisting of bounded trajectories with coordinates (χ, 0) such that
||χ||2

L2 = 1. For this reason, the equator of S+ is called the sphere at infinity, and it is
denoted by:

S∞ := S+|z=0. (1.6)

The projection P induces a semiflow on S+|z>0, which is obtained by a homothety
(with scale factor z ) of the original vector field L(u) in (1.1). Indeed, differentiating (1.5)
with respect to time, the new variables (χ, z) satisfy:

χt = Lz(χ)− χ〈Lz(χ), χ〉 (1.7a)

zt = −〈Lz(χ), χ〉 · z, (1.7b)

where the projected vector field depends on a homothety of the original vector field (1.1)
with scale factor z := (1 + ||u||2)−1/2 defined by:

Lz(χ) := zL(z−1χ) = az(x, χ, χx)χxx + bχ + fz(x, χ, χx), (1.7c)

where az(x, χ, χx) := a(x, z−1χ, z−1χx) and fz(x, χ, χx) := zf(x, z−1χ, z−1χx) are
homotheties (with the same scale factor z > 0) of a and f, respectively.

The projection (1.5) thereby induces a semiflow within S+|z>0 described
by equations (1.7). Moreover, the induced (nonlinear and nonlocal) semiflow at S∞,
i.e. for z = 0, is given by the limit as z→ 0, which may produce, in a number of set-
tings, a degenerate or singular semiflow at the sphere at infinity S∞. See [7, 24] for
further details and examples. For this reason, we restrict to the case that the projected
quasilinear diffusion coefficient converges uniformly, so that there is a well defined lim-
iting semiflow at the invariant subspace S∞. Mathematically, we suppose the following
asymptotic condition for the real-valued quasilinear diffusion coefficient:

lim
|(u,p)|R2→∞

a(x, u, p) = a∞, (1.8)

for all x ∈ [0, π] and some a∞ ∈ R+. Note that (1.8) denotes a limit in R for any fixed
x ∈ [0, π] and any direction (u, p) ∈ R2 that goes to infinity. Note the convergence in R
implies the pointwise convergence in L2 of its associated Nemitskii operator to a∞. In
particular, the homothety az(x, χ, χx) converges pointwise (in L2) to a∞ as z→ 0.

Therefore, the Poincaré projection (1.5) transforms unbounded grow-up solutions u(t)
of (1.1) in X α into bounded solutions (χ(t), z(t)) of (1.7) in the hemisphere S+ that
converge to the invariant equator: the sphere at infinity S∞. See [7, 24]. We are interested
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in describing the dynamics of the projected semiflow that corresponds to the asymptotic
unbounded dynamics of X α. In particular, the unbounded global attractor A ⊆ Xα is
projected into the sphere, P(A) ⊆ S+, which is encapsulated by a subset in the sphere at
infinity S∞. We refer to the closure (in S+) of P(A) as the extended unbounded attractor
and denote it by:

P(A) := clS+(P(A)), (1.9)

which includes the limiting unbounded dynamics at infinity.
Below we present the first main result. We prove that the dynamics induced in the

closed hemisphere S+ is gradient. Besides the conclusion regarding the bounded dynamics,
which consists of (bounded) equilibria and (bounded) heteroclinics between them, there
are two conclusions to be drawn regarding the unbounded dynamics.

First, the ω-limit of a projected grow-up solution consists of a single equilibrium of
the induced semiflow at S∞, which is called equilibrium at infinity2 and denoted by
±Φj ∈ S∞. This occurs because unbounded solutions of (1.1) grow-up more rapidly in
the direction of certain eigenfunctions of the operator −a∞∂2

x, given by {ϕj}j∈N0 , and
thereby the equilibria of the induced flow at infinity are explicitly given by:

±Φj := (±ϕj , 0) ∈ S∞. (1.10)

Second, the remaining relevant dynamics at S∞ are heteroclinics between equilibria at
infinity. Thus, no complicated dynamics arises in the extended attractor P(A).

Theorem 1.1 (Decomposition of the extended unbounded Sturm
Attractor). Let a, f ∈ C2 be bounded such that a is strictly parabolic with limiting
behaviour (1.8). Fix b> 0 such that

√
b/a∞ 6∈ N. Suppose bounded equilibria are hyper-

bolic. Then, the extended unbounded attractor P(A) ⊆ S+ of (1.1) is decomposed as:

P(A) = E ∪ H, (1.11)

see Figure 2.2 where the set of extended equilibria E consists of:

(i) projected bounded equilibria, Eb := P(E), where E := {ej : j = 1, . . . , N} is the set
of bounded equilibria of (1.1) for some N ∈ N,

(ii) equilibria at infinity, E∞ = {±Φj : j = 0, . . . , N∞}, where N∞ := b
√
b/a∞c,

whereas the set of extended heteroclinics H consists of:

2 Alternatively, one can consider the extension of an unbounded solution by infinity, which is called
a metasolution, see [27, 28] and references therein. However, metasolutions are objects which do not
belong to phase-space, in contrast to equilibria at infinity, which lie in S∞. The profiles of equilibria at
infinity are compactified profiles of metasolutions through (1.5). For the approximation of metasolutions
by solutions, see [26], which can be compared to the approximation scheme in [12] using our current
Poincaré projection approach.
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Hup Hb

E∞

E∞

E∞ E∞

H∞

Eb Eb

Figure 2.2. Schematic depiction of the extended unbounded attractor P(A) ⊆ S+. The bounded
part consists of projected bounded equilibria (grey dots) and heteroclinics (grey arrow), Eb∪Hb.
The unbounded solutions consist of the projected grow-up solutions (thick grey arrow), Hup,
which are heteroclinics from projected bounded equilibria towards equilibra at infinity, E∞. The
extension of the projected attractor is the sphere at infinity, S∞, which consists of equilibria at
infinity (black dots) and their heteroclinics (black arrows), E∞ ∪H∞.

(i) projected bounded heteroclinic orbits, Hb := P(H), where H is the set of bounded
heteroclinics of (1.1),

(ii) projected grow-up solutions, Hup := P({u(t) ∈ Xα : ||u||α → ∞}), which can be
seen as heteroclinics from bounded equilibria to equilibria at infinity,

(iii) heteroclinics at infinity, H∞ ⊆ S∞, between equilibria at infinity.

Next, we give a detailed description of the structure at infinity. In particular, the
dimension of such structure depends on the interplay between the asymptotic diffusion
parameter a∞ ∈ R+ and the linear reaction parameter b> 0. Moreover, we give necessary
and sufficient conditions for the occurrence of bounded and/or unbounded heteroclinics.
This implies that only a finite-dimensional subset of the infinite-dimensional sphere at
infinity is attainable by grow-up solutions.

We present a few notions before the upcoming Theorem. Denote by the zero number
z(u∗) the number of sign changes of a function u∗(x). Recall that an equilibrium u∗
is hyperbolic if the linearization operator of the right hand side of (1.1) at u∗ has no
eigenvalue being zero. Also, the Morse index i(u∗) of a hyperbolic equilibrium u∗ ∈ E
is the number of positive eigenvalues of the linearized operator at such an equilibrium.
Both the zero number and Morse index can be computed from a permutation of the
equilibria, as it was done in [21] and [16] for the semilinear dissipative case, see [31]. For
the unbounded structure, a permutation can be computed as in Pimentel and Rocha [40].
This permutation is called the Sturm Permutation.

We say that two different equilibria u− ∈ Eb and u+ ∈ E = Eb ∪ E∞ of (1.1) are
adjacent (see [44]) if there does not exist any equilibrium u∗ ∈ Eb of (1.1) such that u∗(0)
lies between u−(0) and u+(0), and

z(u− − u∗) = z(u− − u+) = z(u+ − u∗). (1.12)

Note that if u+ ∈ E∞, the symbol u+ in (1.12) stands for the χ-component in (1.10).
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Theorem 1.2. (Unbounded attractor with Chafee–Infante network at
infinity). Let a, f ∈ C2 be bounded such that a is strictly parabolic with limiting
behaviour (1.8). Fix b> 0 such that

√
b/a∞ 6∈ N. Suppose bounded equilibria are

hyperbolic. Then,

1. There is a bounded heteroclinic orbit, u(t) ∈ H, between two bounded equilibria,
ej , ek ∈ E, i.e.

ej
t→−∞←−−−− u(t)

t→∞−−−→ ek, (1.13)

if, and only if, ej and ek are adjacent and i(ej) > i(ek).
2. There is a grow-up solution u(t) such that P(u(t)) ∈ Hup is a heteroclinic from the

projected equilibria P(ej) ∈ P(E) to the equilibria at infinity Φk ∈ E∞, i.e.

P(ej)
t→−∞←−−−− P(u(t))

t→∞−−−→ ±Φk, (1.14)

if3, and only if, ej and Φk are adjacent.
3. There is a heteroclinic at infinity, Φ(t) ∈ H∞ ⊆ S∞, between two equilibria at

infinity, Φj ,Φk ∈ E∞, i.e.

Φj
t→−∞←−−−− Φ(t)

t→∞−−−→ Φk, (1.15)

if, and only if, j> k.

If b < a∞, i.e. N∞ := b
√
b/a∞c = 0, there are two equilibria at infinity, E∞ = {±Φ0}.

If b > a∞, then the number of equilibria at infinity, N∞, increases as b increases. Thus
the dimension of the attainable subset within the sphere at infinity S∞ also increases.
See Figure 3.3. This indicates that grow-up in degenerate diffusion equations (i.e. as a∞

decreases) may amount to an infinite dimensional attainable sphere at infinity.
The remaining is organized as follows. Section 2 provides the necessary background for

the main proof, which is provided in § 3. We compute the bounded attractor in § 3.1, we
describe the induced flow at infinity in § 3.2, and we describe the grow-up solutions in
§ 3.3. Lastly, we include concluding remarks in § 4.

2. Background

This section provides all the necessary tools for the proof of the main theorems. First, we
use semigroup theory to guarantee not only that solutions exist, but also that some of
them grow up. Second, we present the nodal property (also known as dropping lemma),
which guarantees that the number of intersections of the spatial profiles of solutions of
(1.1) do not increase in time. Lastly, we introduce the Fiedler-Brunovský-map (a.k.a.
y-map), and its major consequence: prescribe dropping times (when the number of
intersections of solutions drops) with realizable initial data that achieves a dropping
of intersections at such prescribed times.

3 In coordinates, P(u(t))
t→∞−−−−→ ±Φk translates to

(
u√

1+||u||2
L2

, 1√
1+||u||2

L2

)
t→∞−−−−→ (±ϕk, 0) in C 1.
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−Φ0 +Φ0
Ab

(a): N∞ = 0.

−Φ1

+Φ1

Ab

−Φ0 +Φ0

(b): N∞ = 1.

−Φ1

+Φ1

−Φ0 +Φ0

+Φ2

−Φ2

(c): N∞ = 2.

Figure 3.3. The extended attractor P(A) ⊆ S+. The projected bounded solutions, Ab := Eb ∪
Hb, are represented by a (grey) point. The projected grow-up solutions (grey arrows), Hup,
are heteroclinics from projected bounded solutions towards the sphere at infinity (black), S∞.
The attainable N∞-dimensional sphere within S∞ has a Chafee–Infante type structure with
equilibria at infinity Φj and their heteroclinics.

Semigroup theory

The phase-space X α lies in the space of Hölder continuous functions X := Cβ([0, π])
with Hölder coefficient β ∈ (0, 1), intersected with the Neumann boundary conditions,
constructed as follows. See [1, 5, 35]. The notation C β for some β ∈ R+ indicates that β
can be rewritten as bβc+ {β}, where the integer part bβc ∈ N denotes that functions are
up to bβc-times differentiable, and its bβc-derivative is {β}-Hölder, where {β} ∈ [0, 1) is
the fractional part of β.

Equation (1.1) can be rewritten as the following abstract equation,

ut = Au + bu + g(u), (2.1)

where A : D(A) → X is the linearization of the right-hand side of (1.1) with b = 0,
at any point in the neighbourhood of the initial data u0(x), and g is the Nemitskii
operator of the remaining terms, which takes values in X, given by g(u) := a(x, u, ux)uxx+
f(x, u, ux)−Au. The domain of A is D(A) := C2,β([0, π])∩{Neumann b.c.} ⊆ X, where
β ∈ (0, 1). Moreover, consider the interpolation spaces Xα := C2α+β([0, π]) between
X and D(A), with α ∈ (0, 1), such that A generates a strongly continuous semigroup
in X α. Therefore, solutions of the equation (1.1) define a semiflow in X α according to
the variation of constants formula. In particular, this settles existence and uniqueness
matters. See Lunardi [35, Theorem 8.1.1].

We suppose 2α + β > 1 so that solutions are in C1([0, π]). Moreover, C2α+β ⊆ L2,
and hence the subspace C2α+β inherits the inner product 〈·, ·〉 of L2. From now on, all
norms and inner products are the usual ones in L2, except when explicitly expressed. Note
that the operator ∂2

x has eigenvalues λj = −j2 , with j = 0, 1, . . . , and eigenfunctions
ϕj(x) = cos(jx), which form an orthonormal basis of L2, and thereby of X α. Therefore,
we can decompose the dynamics by a semiflow in each eigendirection. In the next Lemma,
we guarantee that solutions exist for all time, yet, they become unbounded in infinite
time.
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Lemma 2.1. If b> 0, then solutions u(t) of (1.1) are global in time. Moreover, there
exists solutions u(t) that grow up (blow up in infinite time) in Xα.

Proof. Firstly, note that since a, f ∈ C2 are bounded with uniformly parabolic a ≥ ε,
the semigroup u(t) given by the variation of constants formula is bounded for any finite
time. Therefore, we can indefinitely extend any solution in time, and the maximal time
of existence is T =∞. Hence, finite time blow-up does not occur.

Next, we show that some solutions indeed become unbounded in X α as t → ∞.
Consider sub-solutions u(t, x) of (1.1) that satisfy the auxiliary semilinear problem, due
to the strict parabolicity condition a(x, u, ux) ≥ ε > 0,

ut = εuxx + bu + f(x, u, ux), (2.2)

with the same initial data as (1.1), u0(x) = u0(x), and Neumann boundary conditions.
Hence, u and u coincide in the parabolic boundary, and the comparison principle implies
that u(t, x) ≥ u(t, x) for all (t, x) ∈ R+ × [0, 1], see [3, Theorem A.10]. Note that to
apply such comparison, we can write the quasilinear equation (1.1) abstractly as (2.1)
and compare g(u) ≥ gε(u) := εuxx + f(x, u, ux)−Au.

Moreover, due to [40, Lemma 1], there is a grow-up (in L2) solution u(t, x) for b> 0,
then u(t, x) must also grow up (in L2). Lastly, the embedding Xα ⊆ L2 implies that
||.||L2 ≤ c||.||α for some c ∈ R, which in turn implies that u(t) also grows up in X α. �

Therefore, we have proved that solutions in X α exist globally in time, even though
some solutions may grow up. The projection P in (1.5) and its inverse, P−1(χ, z) :=
(χ/z, 1), thereby induce a semiflow in the relevant subset within the Poincaré hemisphere,
P(Xα×{1}) ⊆ S+|z>0, which evolves according to the equation (1.7) for z > 0. Next, we
show in Lemma 2.2 that such induced semiflow is well-defined in the limit z→ 0 and the
sphere at infinity S∞ := S+|z=0 is invariant.

Lemma 2.2. The semiflow of equation (1.7) is well-defined in the limit z→ 0 and the
sphere at infinity S∞ is invariant.

Proof. In order to prove that one can pass to the limit in equation (1.7), one has to
guarantee that 〈Lz(χ), χ〉 remains bounded, as z → 0, yielding a well-defined vector field
at z = 0. Indeed,

|〈Lz(χ), χ〉| ≤ a||χx||2 + b||χ||2 + 〈fz(x, χ, χx), χ〉, (2.3)

since the quasilinear diffusion coefficient is bounded by some a ∈ R+.
To guarantee that (2.3) is bounded, we only need to prove that χ and χx have bounded

L2 norms. By definition of χ in (1.5), it follows that χ ∈ S+ and hence ‖χ‖ = 1. In order
to prove that ‖χx‖ is bounded, it is enough to guarantee that ‖χ‖α is bounded, since:
‖χx‖ ≤ c‖χx‖Xα , due to the embedding Xα ⊆ L2.

Next, we proceed to prove that ‖χ‖α is bounded. First, we decompose u(t) in the basis
{ϕj}j∈N, in order to apply [39, Lemma 5.1]. More precisely, we denote by p(t) the sum
of the (finitely many) terms related to growth, and by q(t) the sum of remaining terms
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related to decay (which remain uniformly bounded), as time goes to infinity. Thus

u(t) = p(t) + q(t) :=
M∑
j=0

uj(t)φj +
∑
j>M

uj(t)φj , (2.4)

for some integer M. Therefore,

χ(t) =
p(t)√

1 + ‖u‖2
+

q(t)√
1 + ‖u‖2

. (2.5)

Since the second term goes to zero as t → ∞, and the first term lies in a finite
dimensional space, where the norms ‖.‖ and ‖.‖α are equivalent, we obtain:

‖χ‖α ≤ C

∥∥∥∥∥ p(t)√
1 + ‖u‖2

∥∥∥∥∥
α

≤ C̃

∥∥∥∥∥ p(t)√
1 + ‖u‖2

∥∥∥∥∥ <∞, (2.6)

where the last norm is bounded since ‖χ‖ is bounded. This finishes the proof that
〈Lz(χ), χ〉 in (2.3) is bounded.

We can now compute the limit of the equation (1.7) as z→ 0, which is given by:

χt = a∞χxx − 〈a∞χxx, χ〉χ, (2.7a)

zt = 0 (2.7b)

due to (1.8). Note that χ has Neumann boundary conditions.
In order to guarantee the existence of a semiflow for (2.7a), note that the linear

term, a∞χxx, generates an analytic semigroup, whereas nonlinearity can be rewritten
as a∞||χx||2χ, which is the product of two Lipschitz functions. Moreover, equation (2.7a)
implies invariance of S∞, as zt = 0. �

Nodal Property

Let the zero number 0 ≤ z(u(t, .)) ≤ ∞ count the number of strict sign changes of the
spatial (i.e. with fixed t) profiles u(t, .) : [0, π]→ R∪{±∞}. More precisely, if x 7→ u(t, x)
is not of constant sign, let,

z(u(t, .)) := sup
k

{
There is a partition {xj}kj=1 of [0, π]

such that u(t, xj)u(t, xj+1) < 0, for all j = 0, . . . , k − 1

}
. (2.8)

For functions which do not change sign, x 7→ u(t, x) 6= 0, we define z(u) := 0. For the
trivial constant, x 7→ u(t, x) ≡ 0, we define z(u ≡ 0) := −1. Note we allow discontinuous
and unbounded profiles u.

Now we present the nodal property. Different versions of this well-known fact are
due to Sturm [43], Matano [36], Angenent [2] and others. We recall that a point
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(t0, x0) ∈ R× [0, π] such that u(t0, x0) = 0 is said to be a simple zero of u(t, .) ∈ C1

if ux(t0, x0) 6= 0 and a multiple zero if ux(t0, x0) = 0.

Lemma 2.3. Dropping lemma. Consider a non-trivial C1 solution of the equation:

vt = a(t, x)vxx + b(t, x)vx + c(t, x)v, (2.9)

where x ∈ [0, π] has Neumann boundary conditions, a, b, c ∈ L∞ for t ∈ [0, T ) and
a(t, x) > 0 for all (t, x) ∈ [0, T )× [0, 1]. Then, the zero number z(v(t, .)) satisfies:

1. z(v(t, .)) <∞ for any t ∈ (0, T );
2. z(v(t, .)) is nonincreasing with time t;
3. z(v(t, .)) decreases at multiple zeros (t0, x0) of v(t, .), i.e.:

z(v(t0 − ε)) > z(v(t0 + ε)), (2.10)

for any sufficiently small ε> 0.

This result proves that the number of intersections of two different solutions of (1.1)
is nonincreasing with time t, and decreases whenever a multiple zero occurs. Indeed, the
difference v := u1−u2 of any two solutions u1, u2 of the nonlinear equation (1.1) satisfies
a linear equation of the type (2.9), where,

a(t, x) :=

∫ 1

0

a(x, us, us
x)ds, (2.11a)

b(t, x) :=

∫ 1

0

fp(x, us, us
x)ds, (2.11b)

c(t, x) :=

∫ 1

0

fu(x, us, us
x)ds, (2.11c)

where p := ux, and us := (1− s)u1 + su2 for s ∈ [0, 1].

Fiedler–Brunovský-map

Now we introduce the y-map,

y : D(y) ⊆ Xα → Sn, (2.12)

a tool used to detect heteroclinics for dissipative equations firstly used by Brunovský
and Fiedler in [10], and later on for non-dissipative equations possessing grow-up in
[7, 40]. Roughly speaking, y(u0) encodes information about the zero number z(u(t, .)) of
a solution u(t, .) of (1.1) with initial data u0 ∈ Xα for all times t ∈ R+. We will show
in this section that surjectivity of y for suitable domains D(y) implies that there is an
initial data u0 ∈ D(y) with prescribed numbers of zeroes and dropping times.
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Consider a solution v(t) of (2.9) with initial data v0 such that z(v0) = n. Hence,
z(v(t, .)) can drop at most n times, due to the Lemma 2.3. For each k = 0, ..., n, define
the dropping times tk ∈ R+ as the first time that the zero number of the solution v(t)
drops to k zeros or less, i.e.:

tk := inf{t ∈ R+ : z(v(t, .)) ≤ k}. (2.13)

In case the number of zeros of the solution v(t) does not pass below the k -level, i.e. if
z(v(t, .)) > k for any t ∈ R+, we say that the dropping occurs at infinite time, and denote
by tk :=∞. Next, we compactify the dropping times tk via,

τk := tanh(tk) ∈ [0, 1]. (2.14)

Note τn = tn = 0. Moreover, 0 = τn ≤ ... ≤ τk ≤ ... ≤ τ0, due to the Lemma 2.3.
Note that the inequalities are not strict, since the dropping does not necessarily occur
one-by-one: the zero number can drop by more than one at a single dropping time.

Note that v(t, 0) 6= 0 for all t ∈ (tk, tk−1), if tk 6= tk−1.4 Hence, the sign of v(t, 0) is
constant for t ∈ (tk, tk−1), since v(t, x) is C 0 in t and C 1 in x. We then define the sign
of the constant boundary values between two dropping times for some t∗ ∈ (tk, tk−1):

ιk :=

sign(v(t∗, 0)), if tk < tk−1,

0, if tk = tk−1.
(2.15)

We now define the y-map, and then discuss its image and domain D(y), respectively.
For any initial data which has at most n zeros, u0 ∈ {u0 ∈ Xα : z(u0) ≤ n}\{0}, we
define the coordinate yk of the y-map y = (y0, ..., yn) ∈ Rn+1 by:

yk(u0) := ιk
√
τk−1 − τk, (2.16)

for each k = 0, ..., n. Also, τ−1 := 1 is chosen for well-definition purposes. Continuity of
y with respect to f, u0 and t was proved in [10, Lemma 2.1]. Similar arguments can be
replicated for equation (1.1), including continuity in a.

The image of the y-map lies in the n-sphere, Sn ⊆ Rn+1, since

||y||Rn+1 =
n∑

k=0

y2k =
n∑

k=0

(τk−1 − τk) = τ−1 − τn = 1. (2.17)

To obtain a map between n-dimensional spheres, we restrict the domain D(y) as fol-
lows. Consider the linearization of (1.1) at a hyperbolic equilibrium u∗ with Morse index
i(u∗) = n, which yields a linear operator A∗ with simple eigenvalues {λ∗

k}k∈N0 that
accumulate at −∞, and corresponding eigenfunctions {ϕ∗

k}k∈N0 such that z(ϕ∗
k) = k,

4 Indeed, if this was the case, and v(t∗, 0) = 0 for some t∗ ∈ (tk, tk−1), then (t∗, 0) would be a multiple
zero, due to Neumann boundary conditions. The Lemma 2.3 would imply that t∗ is a dropping time,
which is not in the list tk, yielding a contradiction.
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due to Sturm–Liouville theory. Hence, there is an n-dimensional unstable manifold,
Wu(u∗) ⊆ Xα, which is a graph over its tangent space, given by Eu := span{ϕk}n−1

k=0 ,
via a diffeomorphism h : Eu → Wu(u∗). We consider a sphere centred at the origin
with sufficiently small δ > 0 radius, Snδ ⊆ Eu, which is lifted by h to an n-sphere within
the unstable manifold of u∗, denoted by Σn := h(Snδ ). The domain of the y-map is
D(y) := Σn. In particular, note that z(u0) ≤ n for any u0 ∈ Σn, due to [9].

The image y(u0) ∈ Sn encodes the information about the zero numbers z(u(t, .)) for a
solution u(t, .) of (1.1) with initial data u0 ∈ Σn for all t ∈ R+. To prove surjectivity of
the y-map, we show it is essential, i.e. it is not homotopic to a constant map.

Lemma 2.4. The map y : Σn → Sn with coordinates given by (2.16) is essential. In
particular, it is surjective.

Proof. Essentiality implies surjectivity. Else, for some y∗ ∈ Sn, there would not exist
any u0 ∈ D(y) such that y∗ = y(u0). Therefore y(Σn) ⊆ Sn\{y∗}. Note Sn\{y∗} is
homeomorphic to a ball of dimension n, which is contractible to a point. Hence the
image of the y-map would be homotopic to a constant map, a contradiction.

Note that essentiality is preserved throughout homotopies. Hence, to prove that the y-
map is essential with respect to nonlinear semiflows u(t) generated by (1.1), we homotope
the nonlinear semiflow to a linearized semiflow v(t) generated by (2.9), and prove that
the y-map is essential with respect to linear semiflows. Indeed, consider

ut = aτ (x, u, ux)uxx + bu + fτ (x, u, ux), (2.18)

where the homotopy diffusion is aτ (x, u, ux) := τa(x, u, ux) + (1 − τ)a(x, 0, 0), whereas
the homotopy reaction is fτ (x, u, ux) := τf(x, u, ux)+(1−τ)[fp(x, 0, 0)ux +fu(x, 0, 0)u],
for τ ∈ [0, 1]. Note the continuity of all terms with respect to τ . Moreover, the linearized
equation at 0 remains unchanged throughout the homotopy. Hence the uniform hyper-
bolicity of 0 is guaranteed during the homotopy and it has the same Morse index for all
homotopy parameter τ ∈ [0, 1].

Lastly, note that the y-map is odd for linear semiflows, and consequently essential by
the Borsuk-Ulam Theorem. �

Corollary 2.5. Let u∗ be a hyperbolic equilibrium of (1.1) with Morse index i(u∗).
Consider the set Σn ⊆ Wu(u∗)\{u∗} which is homotopic to an n-dimensional sphere,
with n := i(u∗)− 1, centred at u∗.
Then, for any sequences 0 = tn ≤ ... ≤ t0 ≤ ∞ and ιn, ..., ι0 ∈ {±1}, there is an

initial datum u0 ∈ Σn with corresponding solution u(t) of (1.1) such that the graph
t 7→ z(u(t)− u∗) is determined by {tk}nk=0 as follows:

z(u(t)− u∗) ≤ k, for all t ≥ tk (2.19a)

sign(u(t)− u∗) = ιk at x = 0, for all t ∈ (tk, tk−1). (2.19b)
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3. Proof

3.1. Bounded Sturm structure

In this section, we cut off the quasilinear parabolic equation (1.1) in order to obtain a
characterization of the maximal compact attractor within the unbounded attractor.

Define Acpt to be the maximal compact invariant set within A. Therefore, it consists of
the global bounded solutions, and its complement is the unbounded part of the attractor,
which consists of the unbounded solutions. Let c> 0 denote a bound for the solutions
u ∈ Acpt ⊂ Xα ⊂ C1, i.e.

sup
t∈R,x∈[0,π],u∈Acpt

{|u(t, x)|, |ux(t, x)|} < c. (3.1)

Consider the set NAcpt := {(x, u, ux) ∈ [0, π] × R2 : |u|, |ux| ≤ c} and an open
neighbourhood Nε ⊂ [0, π]× R2 of NAcpt . We modify f outside NAcpt as follows:

F (x, u, ux) :=


bu + f(x, u, ux) for (x, u, ux) ∈ NAcpt

G(x, u, ux) for (x, u, ux) ∈ Nε \NAcpt

−u for (x, u, ux) /∈ Nε,

(3.2)

where G is a transition function obtained from Urysohn’s lemma.
Therefore, solutions of (1.1) contained in the set Acpt coincide with the semiflow of

the following modified dissipative equation ut = a(x, u, ux)uxx + F (x, u, ux). Hence, the
characterization of the bounded attractor Acpt follows the dissipative case: it consists of
bounded equilibria and bounded heteroclinics between them. Moreover, the heteroclin-
ics between bounded equilibria of quasilinear equations is constructed as in [31]. This
partially proves Theorem 1.1, and proves item 1 of Theorem 1.2.

3.2. Sphere at infinity with Chafee–Infante type dynamics

In this section, we prove that the sphere at infinity, S∞, has gradient structure, which
completes the proof of Theorem 1.1. Moreover, in Proposition 3.3, we fully construct the
structure given by equilibria at infinity, E∞, and the heteroclinics at infinity, H∞, which
proves item 3 of Theorem 1.2.

To obtain an accurate description of the (nonlinear and nonlocal) semiflow at the
sphere at infinity, S∞, we compute the limiting equation (1.7a) as z→ 0, which can be
accomplished due to Lemma 2.2. The limit of (1.7a) as z→ 0 is given by:

χt = a∞χxx − a∞〈χxx, χ〉χ, (3.3)

with Neumann boundary conditions, since az(x, χ, χx) → a∞ as z→ 0, due to (1.8).
Alternatively, each coordinate χj = 〈χ, ϕj〉 satisfies the following equation:

(χj)t = a∞[λj + ||χx||2]χj . (3.4)
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Lemma 3.1. There is a Lyapunov function for the nonlocal nonlinear semiflow (3.3)
at the sphere at infinity, S∞, given by: E∞ : S∞ → R, where

E∞(χ) =
||χx||2

2
such that

dE∞

dt
(χ(t)) ≤ 0. (3.5)

Moreover, dE∞(χ(t))/dt = 0 if, and only if, χ(t) is an equilibrium of (3.3).

Proof. Differentiating (3.5) with respect to time, along a solution of (3.3), integrating
by parts, and substituting the equation (3.3), yields:

dE∞

dt
= −〈χt, χxx〉 (3.6a)

= −a∞
[
||χxx||2 − 〈χxx, χ〉2

]
≤ 0, (3.6b)

where the last inequality holds due to Cauchy-Schwarz, 〈χ, χxx〉 ≤ ||χ|| · ||χxx||, alto-
gether with the fact that χ lies on the sphere at infinity, i.e. ||χ|| = 1. Moreover, equation
(3.6a) implies that critical points of E∞ correspond to equilibria of (3.3). �

Next, we consider a secondary projection (into the tangent spaces of the sphere at
infinity), so that the induced semiflow is local, and thus the dynamics can be easily
described. As a preliminary step, we need to account for how many growing directions
an unbounded solution has, and which is the eigendirection with biggest growth rate.

Lemma 3.2. Consider a grow-up solution u(t) of (1.1) with associated eigendirec-
tional semiflows given by uj(t) := 〈u(t), ϕj〉 for j ∈ N0. Hence,

(i) uj(t) grows for j = 0, . . . , N∞, where N∞ = b
√
b/a∞c, in case its initial condition

is nonzero, i.e. uj(0) 6= 0. Moreover, if two eigenprojections uj(t) and uj+1(t) such
that j + 1 ≤ N∞ grow up, then uj(t) grows faster than uj+1(t).

(ii) uj(t) are bounded for the remaining j > N∞.

Proof. Since the solution u(t) grows up, it lies outside a ball of X α with sufficiently
large radius R, for sufficiently large time. Hence, the Nemitskii operator of a satisfies
a∞ − δ ≤ a(x, u, ux) ≤ a∞ + δ for sufficiently small δ > 0, due to (1.8). Therefore,
the subsolutions u− and supersolutions u+ of (1.1) with respective semilinear diffusion
coefficient a∞ − δ and a∞ + δ satisfy:

(a∞ − δ)u−
xx + bu− + f(x, u−, u−

x ) ≤ ut ≤ (a∞ + δ)u+
xx + bu+ + f(x, u+, u+

x ). (3.7)

We project the semiflow in the ϕj eigendirection, which yields:

((a∞ − δ)λj + b)u−
j + fj(t) ≤ (uj)t ≤ ((a∞ + δ)λj + b)u+

j + fj(t), (3.8)
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where fj(t) := 〈f(x, u, ux), ϕj〉. The variation of constants formula leads to:

e[(a
∞−δ)λj+b]tu−

j (0) + I−j (t) ≤ uj(t) ≤ e[(a
∞+δ)λj+b]tu+

j (0) + I+j (t), (3.9)

where u±
j (0) := uj(0) +

∫∞
0

e−[(a∞±δ)λj+b]sfj(s)ds and I±j (t) :=∫ t

∞ e[(a
∞±δ)λj+b](t−s)fj(s)ds.

Now, we want to collect all indices j such that the subsolutions u−
j (t) grow (in forward

time), which occurs when:

(a∞ − δ) · (−j2) + b > 0. (3.10)

Note that the term I−j (t) is bounded, and it does not contribute to the growth of solutions.

There are finitely many eigendirections so that j <
√
b/(a∞ − δ), for sufficiently small

δ > 0. Thus, the number of growing eigendirections is j ≤ N∞, which yield growth in
case that uj(0) 6= 0. This proves the first part of item (i).

To compare the growth of uj+1 and uj, in case both coordinates grow, note that the
growth rates of subsolutions and supersolutions in (3.9) are all different for different j.
Thus, uj grows faster than uj+1 if the upper bound of the growth rate of uj+1 is smaller
than the lower bound of the growth rate of uj, i.e.

(a∞ + δ)(λj+1) < (a∞ − δ)(λj). (3.11)

Equivalently, (a∞ + δ)(j + 1)2 > (a∞ − δ)j2, which is true for sufficiently small δ > 0.
This proves the second part of (i).

Similarly, we collect all indices j such that the supersolutions u+
j in (3.9) yield a

bounded (in forward time) projected eigendirection, which occurs when (a∞+δ) ·(−j2)+
b < 0. Note that the term I+j remains bounded. Thus, there is an infinite number of
bounded eigendirections uj(t), given by j > N∞. This proves (ii). �

Note that a solution u(t) grows up in the ϕj eigendirection if, and only if the normalized
semiflow in the j -eigendirection converges to 1, i.e.

lim
t→∞

u(t)

‖u(t)‖
= ±ϕj , in the L2-topology ⇐⇒ lim

t→∞

uj(t)

‖u(t)‖
= ±1. (3.12)

The characterization (3.12) follows from the relation:∥∥∥∥ u(t)

‖u(t)‖
− ϕj

∥∥∥∥2 = 2

(
1− uj(t)

‖u(t)‖

)
. (3.13)

Thus, due to Lemma 3.2, there is an unique j∗, given by the smallest index j ≤ N∞

such that uj(0) 6= 0, which yields the largest growth rate for a grow-up solutions u(t).
Therefore, the normalized grow-up solution u(t) converges to ϕ∗

j , according to (3.12).
Consider a grow-up solution u(t) with biggest growth rate (i.e. nonzero initial data) in

the ϕ∗
j -eigendirection. Consider also the hyperplane Cj∗ which is tangent to the sphere
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ξ ∈ L2

ζ ∈ [0, 1]

L2 × {1}

Cj∗

(u, 1)

(0, 0)

P̃j∗(u, 1)
S+

(ϕj∗ , 0)

Figure 4.4. Projection P̃j∗ from phase-space Xα ↪→ L2 × {1} into the hyperplanes Cj∗ , which
is tangent (at the point (ϕj∗ , 0)) to the sphere at infinity S∞.

at infinity at (ϕj∗ , 0) ∈ S∞, given by:

Cj∗ := {(χ, z) ∈ L2 × [0, 1]|χj∗ = +1, χj ∈ R, for all j ∈ N0\{j∗}}. (3.14)

Similar to the projection P in (1.5), we will construct another projection P̃j∗ from
Xα × {1} into Cj∗ . Consider any point u ∈ Xα ⊆ L2 and a line that passes through the
points (u, 1), (0, 0) ∈ L2 × [0, 1]. See Figure 4.4. The intersection of such line with the
plane Cj∗ defines the projection P̃j∗ , with coordinates given by (ξ, ζ):

(ξ, ζ) := P̃j∗(u, 1) =

(
u

〈u, ϕj∗〉
,

1

〈u, ϕj∗〉

)
. (3.15)

Note the plane Cj∗ can be rewritten in the coordinates (ξ, ζ) as:

Cj∗ := {(ξ, ζ) ∈ L2 × R | ξj∗ = +1, ξj ∈ R, for all j ∈ N0\{j∗}}. (3.16)

The projection P̃j∗ induces a semiflow on Cj∗ through differentiation of (3.15) with
respect to time, yielding:

ξt = Lζ(ξ)− 〈Lζ(ξ), ϕj∗〉ξ (3.17a)

ζt = −〈Lζ(ξ), ϕj∗〉ζ, (3.17b)

where the projected vector field is a homothety of the original vector field (1.1) with
scale factor ζ := 〈u, ϕj∗〉−1, i.e. Lζ(ξ) := ζL(ζ−1ξ), as in (1.7c).

We are now able to describe the dynamics within the sphere at infinity S∞.

Proposition 3.3. There are N∞ := b
√
b/a∞c < ∞ equilibria at infinity, denoted

by E∞ = {±Φj : j = 0, . . . , N∞} ⊆ S∞, such that z(±Φj) = j. Moreover, there is a
heteroclinic at infinity, in H∞ ⊆ S∞, from Φj to Φk as in (1.15) if, and only if, j> k.
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Proof. The proof is divided in two parts: first, we construct the equilibria at infinity
E∞ ⊆ S∞; second, we prove the existence of heteroclinics at infinity H∞ ⊆ S∞.

Let us describe the objects {±Φj}N
∞

j=0 and show they play the role of equilibria at
infinity. In order to approximate the semiflow at S∞, consider ζ → 0, which yields
the tangent space of S∞ at the point (ϕj∗ , 0), given by Cj∗ |ζ=0. This tangent space is
invariant, since the semiflow in equation (3.17) yields ζt = 0. Indeed, this occurs due to
boundedness of the inner product in right hand side of equation (3.17b):

|〈Lζ(ξ), ϕj∗〉| ≤ a|〈ξxx + bξ + fζ(ξ), ϕj∗〉|
≤ a|λj∗ |+ b + |〈fζ(ξ), ϕj∗〉| <∞, (3.18)

since a(x, χ, χx) is positive and bounded by some a ∈ R+, and ξj∗ = 1 in Cj∗ .
In order to dissect the induced semiflow of equation (3.17a) in Cj∗ , we write each

ϕj-eigendirectional semiflow as ξj := 〈ξ, ϕj〉, which satisfies:

(ξj)t = 〈aζ(x, ξ, ξx)ξxx + bξ + fζ(x, ξ, ξx), ϕj〉
−〈aζ(x, ξ, ξx)ξxx + bξ + fζ(x, ξ, ξx), ϕj∗〉ξj , (3.19)

and then compute the limit as ζ → 0, noticing fζ(ξ)→ 0, ξj∗ = 1 in Cj∗ , and (1.8):

(ξj)t = 〈a∞ξxx, ϕj〉 − 〈a∞ξxx, ϕj∗〉ξj
= a∞(λj − λj∗)ξj . (3.20)

Therefore, grow-up behaviour of the solutions u(t) induces the linear flow (3.20) in
the projected coordinates (ξ, 0) ∈ Cj∗ |ζ=0. In particular, equilibria of (3.20) occur when
ξj = 0 for all j ∈ N0, except ξj∗ 6= 0. The only of these equilibria that lie on the sphere
at infinity S∞ is when ξj∗ = ±1. Thus, the equilibria at infinity are given by:

±Φj∗ := {(ξ, 0) ∈ S∞ : ξj∗ = ±1, and ξj = 0 ∀j 6= j∗}, (3.21)

for all j∗ ∈ N0.
The coordinates (χ, z) and (ξ, ζ) are related by means of colinearity,

(ξ, ζ) =
1

〈χ, ϕj∗〉
(χ, z). (3.22)

In particular, the equilibria at S∞ in terms of (ξ, ζ)-coordinates, given by (3.21), can
be translated to (χ, z)-coordinates:

±Φj∗ = {(χ, 0) ∈ S∞ : χj∗ = ±1, and χj = 0 ∀j 6= j∗}. (3.23)

We label the equilibria by ±Φj∗ because they are the eigenfunction (±ϕj∗ , 0) ∈ S∞:

±Φj∗ = (±ϕj∗ , 0). (3.24)

Indeed, recall the equilibria ±Φj∗ are described in (3.23) by χj∗ = 〈χ, ϕj∗〉 = ±1, and all
others χj = 〈χ, ϕj∗〉 = 0 for j 6= j∗. This means that χ = ±ϕj∗ , since χ must lie in the
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ξk

ξj

Cj|ζ=0

Ck|ζ=0

S∞

Φk

Φj p∗

Figure 5.5. The heteroclinics at infinity, H∞ ⊆ S∞, between two equilibria Φj and Φk with
j > k, can be obtained by means of the linear flows in Cj |ζ=0 and Ck|ζ=0.

unitary sphere in L2, i.e. (χ, 0) ∈ S∞. Thus, the zero numbers of the equilibria ±Φk, and
the difference of equilibria at infinity Φk − Φj , are well defined, since they respectively
correspond to the eigenfunctions ±ϕk and ϕk − ϕj .

Let us now construct the heteroclinic network at infinity, H∞ ⊆ S∞. Indeed, given
an equilibrium Φj with j ∈ {1, ..., N∞}, we prove that there is a heteroclinic connection
from ±Φj to ±Φk for each k ∈ {0, 1, · · · , j − 1}.

Consider the hyperplane Cj, where ζ = 0, which contains the equilibrium ±Φj . Then,
due to (3.20), each coordinate ξk(t) belongs to a linear subspace where its evolution is
given by:

(ξk)t = a∞(λk − λj)ξk. (3.25)

Thus, ξk(t) expands outside ±Φj , since λk > λj . Moreover, ξk(t∗) = 1 for some t∗ > 0,
i.e. ξk(t∗) intersects the plane Ck. Denote such intersection point by p∗.

On the other hand, the evolution of ξj(t) in the plane Ck restricted to ζ = 0 yields a
contraction in the ξj-direction of the equilibria ±Φk ∈ Ck, with flow given by:

(ξj)t = a∞(λj − λk)ξj , (3.26)

since λk > λj . In particular, contraction occurs for the initial data p∗ defined above.
Lastly, note that the expansion and contraction occur in the Cj and Ck planes, respec-

tively, when ζ = 0. Moreover, those are the respective tangent spaces of the sphere at
infinity, S∞, at the points Φj and Φk. By means of (3.22), with z = 0 and ζ = 0, one
obtain a topological equivalence of the flow between these spaces. Therefore, we obtain
the heteroclinic network at infinity in the sphere at infinity, S∞. See Figure 5.5.. �

3.3. Grow-up behaviour: attainable sphere at infinity

Next we address the existence of grow-up solutions, Hup, which can be seen as hetero-
clinics from bounded equilibria to equilibria at infinity. First, we prove that the number
of zeros of grow-up solutions do not decrease in the limit t→∞. In particular, grow-up
solutions u(t) converge to an equilibrium at infinity with the same number of zeros as
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u(t), for sufficiently large times. Later, we use the y-map to show the blocking and lib-
eralism principles for grow-up solutions, which dictate how heteroclinics can be blocked,
and how heteroclinics exist if blocking does not occur, respectively. These principles yield
item 2 in Theorem 1.2.

Lemma 3.4. Let u(t) be a grow-up solution in the unstable manifold of a bounded
equilibrium ej ∈ Eb such that:

z(u(t)− ej) = k, ι := sign(u(t, 0)− ej(0)) ∈ {±}, (3.27)

for sufficiently large time t. Then, the projected solution P(u(t)) converges (in C1) to the
unbounded equilibrium ιΦk ∈ E∞.

Proof. Due to (3.12), the normalization of the grow-up solution u(t) either converges
to +Φl, or to −Φl, namely:

lim
t→∞

∥∥∥∥ u(t)

‖u(t)‖L2
− ϕl

∥∥∥∥
L2

= 0, or lim
t→∞

∥∥∥∥ u(t)

‖u(t)‖L2
+ ϕl

∥∥∥∥
L2

= 0. (3.28)

Without loss of generality, we consider the case ι = +, and thus comparison implies
that u(t, 0) > ej(0) for all sufficiently large t > 0. This implies that P(u(t)) converges in
L2 to the equilibrium +Φl with positive sign.

It is enough to show that the convergence (3.28) also takes place in the C 1 topology.
Indeed, if the convergence occurs in C 1, then the limit of u(t) has a constant number of
zeros for sufficiently large time t, given by z(u(t)) = z(u(t) − ej), and does not drop at
t =∞. Thus, hypothesis (3.27) implies l = k.

We rewrite u(t) = p(t) + q(t), as in (2.4), where q(t) is bounded. As a consequence,
(3.28) implies that:

lim
t→∞

∥∥∥∥ p(t)

‖u(t)‖L2
− ϕl

∥∥∥∥
L2

= 0, (3.29)

since u(t) is a grow-up solution, and hence q(t)/‖u(t)‖L2 → 0.
Recall p(t) is contained in a finite dimensional subspace, as well as the span of ϕ±

l which
is one dimensional, and thus norms in such finite dimensional subspace are equivalent. In
particular, convergence in (3.29) also holds in terms of the C 1-topology. Therefore, the
fact that q(t)/‖u(t)‖L2 → 0 implies that the convergence (3.28) happens in C 1. �

Proposition 3.5. Blocking at infinity. If the bounded equilibrium, ej ∈ E, and the
equilibrium at infinity, ±Φk ∈ E∞, are not adjacent, then there does not exist a grow-up
solution, which is a heteroclinic in Hup, that connects them according to (1.14).

Proof. Assume, towards a contradiction, the existence of a grow-up solution u(t)
which is contained in the unstable manifold of ej and converges (in forward time) to Φk.
We know that any grow-up solution u(t) ∈Wu(ej) converges to an equilibria at infinity,
{±Φl : l, . . . , N∞}. Since ej and Φk are not adjacent, there exists a bounded equilibrium
e∗ ∈ E satisfying: ej(0) < e∗(0) < Φk(0) and z(ej − e∗) = z(Φk − e∗) = z(Φk − ej).
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Due to the non-adjacency and the C 1-convergence in Lemma 3.4, that:

z(u(−t)− e∗) = z(ej − e∗) = z(Φk − e∗) = z(u(t)− e∗), (3.30)

for sufficiently large t.
On the other hand, note that ej(0) < e∗(0) < u(t, 0) for sufficiently large values of t,

and therefore ej(0)−e∗(0) < 0 < u(t, 0)−e∗(0), i.e. ej(0)−e∗(0) and u(t, 0)−e∗(0) have
opposite signs. Then, the solution ũ(t) := u(t)− e∗ has a multiple zero in the boundary,
due to Neumann boundary conditions. Consequently, there exists a large dropping time
in the boundary, due to the Lemma 2.3. Therefore,

z(u(−t)− e∗) > z(u(t)− e∗), (3.31)

for sufficiently large t. Equations (3.30) and (3.31) yield a contradiction. �

Proposition 3.6. Liberalism at infinity. If the bounded equilibrium, ej ∈ E, and
the equilibrium at infinity, ±Φk ∈ E∞, are adjacent, then there exists a grow-up solution,
which is a heteroclinic in Hup, that connects them according to (1.14).

Proof. Corollary 2.5 guarantees the existence of a solution u(t) ∈ Wu(ej) satisfying:

z(u(t)− ej) = k, (3.32)

for all t ≥ 0, so that ι := sign(u(t, 0)− ej(0)) ∈ {±} is indeed constant for all t ≥ 0.
Note that u(t) grows up. Indeed, suppose towards a contradiction that it converges

to a bounded equilibrium, i.e. limt→∞ u(t) = e∗ ∈ E . The Lemma 2.3 and equation
(3.32) imply that z(e∗ − ej) ≤ k. But adjacency prevents the equality, since in addition
to z(e∗ − ej) = k, we would have that sign(e∗(0) − ej(0)) = ±. Therefore, such e∗
necessarily satisfies z(e∗ − ej) < k, which implies that the zero number of the shifted
solution u(t, 0) − ej(0) has to drop at t = ∞. This cannot happen, since e∗ − ej only
has simple zeros, and hence z(u(t) − ej) would have to drop at some finite time. This
contradicts (3.32), and thereby u(t) grows-up.

Then, convergence of u(t) to ±Φk as t→∞ is achieved by Lemma 3.4, which implies
that unbounded solutions cannot have zero dropping at t =∞. �

4. Discussion

We give three comments regarding our current results. First on the hypothesis (1.8),
second on the possibility of using our tools to obtain results for geometric PDEs, and
third on the applicability to construct initial data for certain black holes.

Not all quasilinear diffusion coefficients admit a well-defined limiting semiflow at S∞,
since they may oscillate or diverge at infinity. We have assumed that the diffusion coef-
ficient is asymptotically constant in (1.8) to tame such a problem. We believe that our
methods can be extended to a broader class of diffusion with a well-defined limit in
the sphere at infinity, e.g. limz→0 a

z (x, χ, χx) = a∞(x, χ, χx) ≥ ε > 0. However, such
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limiting diffusion coefficient yields a highly nonlinear and nonlocal induced semiflow at
S∞. Indeed, the induced PDE at infinity in (3.3) would not be semilinear anymore, but
quasilinear, and the projected equation (3.20) would not be linear. These type of limiting
diffusion may support a different behaviour within the sphere at infinity, in contrast to
the Chafee–Infante structure we have constructed. In particular, we conjecture that any
(bounded) Sturm attractor may be realized as an extended unbounded attractor in (1.9)
for some a and f, containing a prescribed dynamics at the sphere at infinity, see [17, 18].

Next, note that the inverse mean curvature flow (IMCF) for hypersurfaces yields a
fully nonlinear parabolic equation with grow-up behaviour for a broad class of initial
data. In particular, the evolution of star shaped (or more general) initial data under the
rescaled ICMF converges to a round sphere, yielding certain stability result for the round
sphere, see [22, 23]. In our approach, such a stability result can be interpreted as follows:
the compactification of the star shaped (or more general grow-up) subset of phase-space
of IMCF should have a unique stable equilibrium at infinity, which corresponds to the
round sphere. Our present results can be extended for fully nonlinear equations with an
induced gradient semiflow at infinity, akin to [29, 30, 34], under reasonable hypothesis
on f. Hence, our compactification procedure provides a method that may prove stability
of a broader subset of initial data for certain geometric flows that admit grow-up.

Lastly, consider a variant of (1.1) with a singular diffusion coefficient, given by:

ut = a(x, u, ux)

[
uxx +

ux

tan(x)

]
+ f(x, u, ux), (4.1)

where x ∈ [0, π] has Neumann boundary conditions. This equation describes the space of
initial data for certain axially symmetric black holes, where t is a rescaled radial distance
from the singularity with event horizon at t → ∞, u is a component of a Riemannian
metric for a spacelike hypersurface, and f is related to a prescribed scalar curvature of
said Riemannian manifold. See [6, 32, 39, 42].

In contrast to [6, 42], who have freely specified the metric coefficient at the event
horizon to construct exterior metrics, the authors in [15] have shown that black holes
with same exterior metric admit a plethora of different metrics inside the horizon, by
means of equivariant bifurcation. Moreover, some metric coefficients cannot be freely
prescribed at the event horizon, but it should be constrained to the equilibria within the
unbounded attractor of equation (4.1), see [32]. We mention that the bounded equilibria
and equilibria at infinity have different interpretations: the former correspond to self-
similar interior Schwarzschild solutions, whereas the latter amount to non-self-similar
interior Schwarzschild solutions, see [32]. Our current results can be extended to the case
of a singular diffusion, as in (4.1), according to [33]. However, in order to fully understand
the structure at the event horizon, one has to construct the unbounded attractor for the
degenerate diffusion a(u) = u2.
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