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ASYMPTOTIC BASELINE OF THE
HAZARD RATE FUNCTION OF MIXTURES

YULIN LL* University of Toledo

Abstract

In this article, we consider the limit behavior of the hazard rate function of mixture
distributions, assuming knowledge of the behavior of each individual distribution.
We show that the asymptotic baseline function of the hazard rate function is preserved
under mixture.
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1. Introduction

In recent years, properties of distributions that are preserved under mixture have attracted
great interest. For example, Lynch (1999) found conditions under which the increasing failure
rate (IFR) class is preserved. Block et al. (2003b) and Li (2005) explored conditions for the
preservation of some other classes. As for the preservation of the shape of mixture distributions,
Block and Joe (1997) and Block et al. (2003a) studied their initial and tail behaviors, especially
their increasing and decreasing behaviors. Savits (2003) studied the preservation of distributions
with generalized bathtub-shaped hazard rate functions.

In the study of the preservation of tail behavior properties of the mixture distribution, there
are several approaches. Block and Joe (1997) considered the eventual increasing or decreasing
behavior. Finkelstein (2001) discussed the difference between the hazard rate of the mixture
and those of the strongest subpopulations. Block et al. (1993) studied the limit of the hazard
rate of the mixture when each individual hazard rate limit exists.

In this paper, instead of assuming that each individual hazard rate has a limit, we assume that
there exists an asymptotic baseline function such that the ratio of each individual hazard rate
function to this asymptotic baseline function has a limit. We show that, under certain conditions,
the ratio of the hazard rate function of the mixture to the asymptotic baseline function has a
limit. As in the case of Block e al. (1993), the limit is shown to be the essential infimum. We
also show that this limit, if it exists, should always be the essential infimum if the convergence
of the ratio is uniform. As an easy corollary of the above results, we find that the ratio of the
hazard function of the mixture to a similar integration of the asymptotic baseline function also
converges to the essential infimum.
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2. Main result

2.1. The conditions for existence

Assume that there is a family of life distributions with densities { f,,, @ € 2} and a probability
space (2, ¥, P), with f,(¢) being a measurable function of (w, ). We consider the mixture

f @ =/ Jo () P(dw). 2.1
Q
Denote the survival function by F. Then, the hazard rate function of the mixture distribution is
t
r(t) = &, 2.2)
F(@)

while, for an individual distribution with survival function F, (), the hazard rate function is

o)
Fo(t)

Te(t) =

Suppose that there is a positive, continuous function p(¢) satisfying

t
/ p(s)ds — oo
0

as t — 00, such that ry,(t)/p(t) — Xy uniformly for w € Q ast — oo. Let A* denote the
essential infimum of A, on Q with respect to P. That is, P{w : A, < A*} = 0 and, for any
e >0,Plw: Ay < A* + €} > 0 or, simply,

essislzlfkw =inf{0 <A <o0:P{lweQ:r, <A}>0}.
we

In the case that p() = 1 or, equivalently, the limit of the hazard rate function exists and the
convergence is uniform, Block et al. (1993) gave the following result about the hazard rate
function of the mixture.

Theorem 2.1. Consider the mixture failure rate as given in (2.2). Assume that
(1) ry(t) converges to Ay, uniformly on Q ast — oo, where 0 < A, < o0.
Let | ={we Q: iy =00} If 0 < P(I) < 1, further assume that

(ii) there exist Land T, 0 < L, T < oo, such that r,(t) < exp(Lt) for all o € I and all
t>T.

Then
lim r(t) = A* = essinf A,,.
t—00 we

Remark 2.1. (I) If P(I) = 0 or P(I) = 1, condition (ii) is not needed.

(IT) Theorem 2.1 can be interpreted as saying that the hazard rate of the mixture converges to
the limit of hazard rate of the strongest subpopulation.
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It is easy to show that if the uniform convergence assumption is not satisfied, then the limit
may not exist. Block er al. (2003a) gave an example showing that the limit may not exist if the
exponential growth condition (ii) is not satisfied. The following example is helpful to motivate
the extension of Theorem 2.1.

Example 2.1. (Gupta and Gupta (1996).) Let ro(1) = yty_l, with y > 1, be an IFR Weibull
baseline hazard rate and set 7 (f, w) = wro(t). Consider a gamma mixture P on Q = (0, 00):

P(dw) o exp(—w/B) dw,

T BT

for some § > 0 and A > 0. It is easy to see that A, = lim,_, o (¢, @) = oo for every
w € Q. Hence, A* = oo. Condition (i) of Theorem 2.1 is violated in that the convergence is
not uniform. We can explicitly calculate r(¢) to be

ABytY !
r(t) — /3)/—’
1+ B

which converges to 0 as t — oo.
However, if we take p(t) = ro(t) then, as t — o0,

T (1)
=w
p@)
and, hence, r,(t)/p(t) — w uniformly for w € Q. That is, this family has a baseline hazard
rate here. To deal with situations like this, we have the following result.

Theorem 2.2. Consider the mixture hazard rate as given in (2.2). Assume that
(1) re(t)/p(t) converges to Ay, uniformly on Q ast — 00, where 0 < A, < 00.
Let | ={we Q: i, =00} If 0 < P(I) < 1, further assume that

(ii) there exist Land T, 0 < L, T < oo, such that r,(t) < p(t) exp(L fé p(s)ds) for all
welandallt > T.

Then
r(r) — lim 1 fQ Jo(t) P(dw)

lim — = —_— =
=00 p(1) 1200 p(1) [, Fu(t) P(dw)
=\
= inf A,,.
efuselél w

Remark 2.2. The result of Block et al. (1993), as stated in Theorem 2.1 here, is a special case
of Theorem 2.2: it corresponds to the case p(¢) = 1. In the first proof of Theorem 2.2, we
show that it follows from Theorem 2.1 by a time-scale change. Note that we do not need to
assume that p(¢) is monotone.

Proof of Theorem 2.2. Consider the time change s = fot p(u)du. Lett = t(s) denote the
inverse function. Set G(s) = F(t(s)) and G(s|w) = F(t(s)|w) for s € RT and w € Q. Then
the density of G is
S (s))

g(s) = fz(sNt'(s) = 6’
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where a prime denotes differentiation. Similarly, the density of G (s|w) is

f(s)|w)

gGslo) = ft ()|t (s) = D(G)

Clearly, the hazard rate r (s|w) of G(s|w) satisfies

g(slw)
G(s|w)

_ fa®|o)/pt(s))
B G(slw)

_ r)|w)
p@(s)

Therefore, we find that r (s|w) — X, and r(s|w) < exp(Ls). Hence, as s — oo,

r(s)  fo f()|0)Pdw) 1
p(($) [ Ft(s)|w) Pdw) p(t(5))
 Jo8(s|w) P(dw)
[, G(slo) P(dw)
_8()
~ Gl

— A%,

r(slw) =

where the last step follows from Theorem 2.1. Hence, r(t)/p(t) — A* ast — oo.

Using this result, we can obtain a parallel result about the limiting behavior of the hazard
function of the mixture distribution.

Corollary 2.1. Let R(t) = fot r(s) ds denote the hazard function of the mixture distribution
specified in (2.1), and let P(t) = fot p(s)ds. Under the conditions of Theorem 2.2, ast — oo,
we have R(t)/P(t) — A*.

Proof. If r(¢) is a continuous function, this follows directly from the result of Theorem 2.2,
by applying I’Hopital’s rule. Otherwise, it can be proved in a way similar to the proof of
I’Hopital’s rule.

Although Block et al. (2003a) have given an example in which, if the exponential growth
condition is not satisfied, the limit may not exist, it is still possible to find some other conditions,
not concerning growth rate, under which the limit is the essential infimum. In the following,
we outline another proof of Theorem 2.2 that is almost exactly the same as that given by
Block et al. (1993) for Theorem 2.1. A close examination of the proof will give other conditions
under which the limit exists. As in Block et al. (1993), we need three lemmas. Their proofs are
similar to their corresponding lemmas in Block et al. (1993) and, therefore, are omitted here.

Lemma 2.1. Assume that A* < oo. Then, given any Ay > A*, there exists a constant ¢ > 0

such that .
/Fw(t) P(dw) > cexp(—AO/ p(s) ds)
0

for all sufficiently large t.
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Lemma 2.2. [f there exist nonnegative constants L and T such that, for allt > T, we have
ro(t) < p(t)exp(L fOt p(s)ds) on the set I = {w : A, = 00}, then, foranyy > 0, ast — o0
we have

t
L exp(y/ p(s) ds) /rw(t)l:"w(t) P(dw) — 0.
p() 0 i

Lemma 2.3. If Ao > A™ is given, there exist Ay > A* and C > 0 such that, for sufficiently
large t,

t
/,\wiw(t)P(dw) §Cexp(—)q/ p(s)ds>,
B 0

where B = {w € Q: Ay < Ay < 00}

We are now ready to give the second proof of Theorem 2.2. It is similar to the proof of
Theorem 2.1, which is given in Block et al. (1993).

Proof of Theorem 2.2. First, we introduce a probability measure M; on Q2 via its Radon—
Nikodym derivative

dm, Fuy (1)
W oy = Tt Q.
P = TR opde P
Then
T _ / o) 1 (do).
p (1) p(1)

Suppose that A* = oo: the result then follows from the assumption of uniform convergence
since, in this case, A, = oo for all w € Q. Now consider the case in which 0 < A* < 0o. In
this case, we have

o) . / o), / ro()
M, (dw) — A — AT\ M, (d — Ao |M;(d
‘/ ooy @) =2 = | o)t | 1o r(de)
+ e — 2% M (d). 23)
IC

We will show that each of the three terms on the right-hand side of (2.3) tends to O.
Since r,(t)/p(t) — oo uniformly on / as t — oo, there exists a constant K such that
lro()/p(t) — A*| < Kry(t)/p(t) for all w € I and ¢ sufficiently large. Hence, as t — oo, the
first term on the right-hand side of (2.3) goes to O since, by Lemmas 2.1 and 2.2,

J

T (1)
p(1)

K Jiro®Fu(t) P(dw)
p(t) [ Fu(t)P(dw)

t
=< C,(:((t) CXP(”A o(s) ds)/;rw(t)i‘w(t)l)(da))

— 0.

—\*

M;(dw)

The convergence to 0 of the second term on the right-hand side of (2.3), as ¢t — o0, follows
from the uniform convergence on 7€ of ry,(¢)/p(t) to A,. For the third term, let ¢ > 0, choose
A € (W, A4+ ¢),andlet B = {w € Q: Ag < Ay < 00}. Then we have

o — 2| M (d) §e+/ o — 2 My (dw).
I°€ B
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From Lemma 2.3, there exist a A; > A™ and a constant C; > 0 such that, for ¢ sufficiently

large,
t
/Awﬁw(t)P(dw) <C exp<—x1/ ,o(s)ds).
B 0

From Lemma 2.1, we conclude that, for sufficiently large 7,

fB )\wﬁw(t) P(dw)
[ Folt) P(dw)

Cy , t
?exp<(lo —)»1)/ ,O(S)ds>,
0

where A, = %(M + A*). Therefore, we have

/ Ao — A" M (dw) <
B

IA

limsup | |Ap — A |M;(dw) < &.
]C

—>00
This completes the proof.

From the above proof, we see that the generalized exponential growth condition is only used
in Lemma 2.2. Therefore, we can replace the generalized exponential growth condition by the
result of Lemma 2.2, or any other condition that ensures the result of Lemma 2.2.

Theorem 2.3. Suppose that, for any y > 0,
1 ! -
— exp(y/ p(s) ds) /rw(t)Fw(t) P(dw) - 0 ast — oo.
p(t) 0 I

Then the hazard rate r(t) of the mixture satisfies

o

Another possible variant is as follows.

Condition 2.1. Let p(t) be increasing. Assume that there exists a nonnegative constant T such
that f,(t) is decreasing for allt > T on the set I = {w: A, = 00}.

Theorem 2.4. Suppose that Condition 2.1 holds. Then the hazard rate r(t) of the mixture
satisfies

Remark 2.3. If p(t) = 1, we only require that f,(¢) be decreasing for all # > T on the set /
for some 7' > 0.

In fact, under Condition 2.1, we have the result of Lemma 2.2.

Lemma 2.4. Assume that Condition 2.1 holds. Then, for any y > 0,

t
Lexp(y/ p(s) ds)/rw(t)ﬁw(t) P(dw) - 0 ast — oo,
p(t) 0 1
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Proof. Onthesetl,ast — oo,
ro(t)/p(t) — 00
uniformly; hence, by I’Hopital’s rule,

In F,(¢)
fot o(s)ds

Therefore, for K > y, there exists a 71 > T such that

t
F, (1) < exp(—K/ p(s)ds) for any ¢ > Tj.
0

Thus, we have

L exp(y / o) ds) f (1) Fop(1) P(de0)
@) 0 I
t
< iexp(y f p(s)ds) f fult) P(dw)
p(t) 0 I

t t
< iexp(y f p(s)ds) / p(0) £(s) ds P(deo)
p(t) 0 I 1—1/p(t)

1 ! _ 1
< m“?()//o p(S)dS>f1p(t)Fw(t— M)P(dw)

= exp(y fl p(s) ds> / F, <t — L) P(dw)
0 i p (1)
t t t
< exp(y / p(s) ds) exp(—K / p(s) ds) exp(K / p(s) ds>
0 0 1=1/p()

!

< exp(—(K — ) f p(s) ds) exp(K)
0

— 0.

The increasing condition on p(¢) can be replaced by another condition.

Theorem 2.5. If T < oo is such that, for any wo € 1, fy, is decreasing on [T, o0), and if
p(t) ~c/t* witha < 1 and ¢ > 0, then the hazard rate r(t) of the mixture satisfies

Here, p(t) ~ c/t* means that lim,_, , p(t)/(c/t*) = 1.
Proof. The proof is similar to the proof of Lemma 2.4.

Remark 2.4. As in Corollary 2.1, we can also show that, under the condition of Theorem 2.4
or the conditions of Theorem 2.5, as ¢t — oo the hazard function of the mixture distribution in
(2.1) has an asymptotic baseline function, i.e.

R()

— 2\
P(1)
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2.2. The possible value of the limit

As mentioned in Block ez al. (2003a), if the convergence is not uniform then the limit of the
hazard rate function may not exist. The following example shows that if the convergence is not
uniform but the limit of hazard rate function of the mixture does exist, then the limit could be
some number other than the essential infimum. Note that Example 2.1 could also serve as a
counterexample.

Example 2.2. Fix A1 and A2, A1 > A2 > 0. Suppose that we define the following sequence of
density functions forn = 1,2, ...:

1 Y 1., 1
Jn(t) = Zhie 4 hae Zte_kz(n_l) g 11,0 (0).
Here, 1 denotes an indicator function. Forn = 1,2, ..., let

P = ef)»z(nfl) o ef}uzn'

It is then easy to see that the limit of the hazard rate of f, is A for all n. However, the
convergence is not uniform here. Let us consider the mixture with density

f@) = anfn(t)-

n=1

It is not difficult to show that
f@)=3ne ™ 4 Lase™

Therefore, from Theorem 2.1, we know that, here, the limit of the hazard rate of the mixture
is Ao, not the essential infimum Aj.

However, in the case of uniform convergence, Block ef al. (2003a) have shown that either
the limit does not exist or the limit is the essential infimum in the finite mixture case. Here, we
first extend the result to the case in which there is an asymptotic baseline function, and then
extend it to the general mixture case.

Lemma 2.5. Suppose that the two hazard rates ry and ry with probability density functions
f1 and f> and survival functions F1 and F3, respectively, satisfy r1(t)/p(t) — A1 < oo and
r(t)/p(t) — oo. If the mixture hazard rate

_ p1f1(t) + pa2fa(t)

r(t) — =
p1F1(t) + p2Fa(t)

satisfies r(t)/p(t) — X (which is possibly infinite) as t — 00, then A = Aj.

Proof. Note that the survival functions are given by

t
Fi(t) = exp(—/ rl(s)ds>
0
_ t
i) = exp(—/ ra(s) ds>.
0
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Since [;° p(r) dr = oo, it follows that

IfZ(t) — 0.
Fi(2)
Therefore, B
pih®/p@  _ pi1(h@®/p®)/Fi 1) N P1A .y
PrEi@) + p2B(t)  pi+ paFa(0)/Fi(0) p1
and
phO/®O
p1E1() + p2Fa(7)
with the convention that A — A} = oo if A = 00. Since
pf®/p®) - pf®/p®)  piF®)+ P20
pi1Fi(t) pi1Fi(t) + p2Fa (1) piFi(t)
—> A=A,
we have
L @) /p)

P1
— — (A= A7).
Ao M

If A > A then, since In F|(r)/ fé p(s)ds — —Aq, f2(¢) must be greater than

t
c1 exp(—cz/O o(s) ds),o(t)

for some c1 and ¢, and sufficiently large . Were this the case, F> () would satisfy the following

inequality:
_ o0 N
F(t) > f c1 exp(—cz/ p(u) du),o(s) ds
t 0

t
= C—lexp<—cz/ p(u) du).
2 0

However, this is impossible. Hence, A = A1, as A > A1.

Next, we generalize the result to the case of a general mixture with an asymptotic baseline
function.

Theorem 2.6. Consider the mixture failure rate given in (2.2). Assume that r,(t)/p(t) con-
verges to Ay, uniformly on Q ast — oo, where 0 < A,, < oco. Then cither

lim r(¢)/p(t) = A" = essinf A,
t—00 weR
orr(t)/p(t) does not converge.

Proof. 1f all the A, are finite, or all are infinite, then the result holds by Theorem 2.2.
Thus, suppose that some limits are finite and some are infinite, and assume that r(¢)/p(¢) — &,
0<£& <oo0,ast — oo. Set

f@=/hmﬂm)mdﬁm=/%mﬂm)
Q Q
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Set Pj(A) = P(A)/P(I°) for any measurable set A C I¢, and P;(A) = P(A)/P(I) for any
measurable set A C I. Then define

fﬁo=ﬁgunme,
FﬁnzﬁJMnWmm,
fﬂo=£mm%mw,

Fy(t) = /1 Fo,(t) P (dw).

By Theorem 2.2,
(e t
w HO/P0 .
t—00 F1 (I)
and
. fH®/p@)
lim =0
t—>00 F2 (t)
Since

f@) =PU) f'() + P(D) f3 D),

we deduce that £ = A* from Lemma 2.5.
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