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In this article, we study the following Dirichlet problem to the sub-linear
Lane–Emden equation

{
−∆u = up, u(x) ≥ 0, x ∈ Rn

+,

u(x) ≡ 0, x ∈ ∂Rn
+,

where n ≥ 3, 0 < p ≤ 1. By establishing an equivalent integral equation, we give a
lower bound of the Kelvin transformation ū. Then, by constructing a new
comparison function, we apply the maximum principle based on comparisons and the
method of moving planes to obtain that u only depends on xn. Based on this, we
prove the non-existence of non-negative solutions.

Keywords: comparison principles; Lane–Emden equation; Liouville theorems; method
of moving planes
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1. Introduction

There are some typical nonlinear Liouville theorems about the Lane–Emden
equation

−∆u = |u|p−1u in Rn, (1.1)

which go back to J. Serrin in the 1970s. In 1981, Gidas and Spruck [11] proved
that equation (1.1) has no nontrivialpt non-negative classical solution if n ≥ 2 and
p < n+2

(n−2)+
.

However, a full answer to the existence of classical solutions for Lane–Emden
equation (1.1) is currently not available for proper subdomains of Rn. This is so
even for the Dirichlet problem
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2 H. Luo{
−∆u = up, u(x) ≥ 0, x ∈ Rn

+,

u(x) ≡ 0, x ∈ ∂Rn
+.

P

where Rn
+ is the half space

Rn
+ = {x = (x1, x2, · · ·, xn) ∈ Rn|xn > 0},

despite its long history and the large number of works on that problem, see e.g.
[5–7, 9, 10].

Since the half space is the simplest unbounded domain with an unbounded
boundary and performing a blow-up close to the boundary for some elliptic equa-
tions in a smooth domain leads to the Lane–Emden equation in a half space,
studying the elliptic equations in half space is very meaningful.

Combining moving planes argument with Kelvin transform, Gidas and Spruck
[10] reduces the Dirichlet problem (P) to the one-dimensional case and then proved
that (P) has no solutions in half space Rn

+, provided 1 < p ≤ n+2
n−2 .

The question of existence of bounded solutions of the Dirichlet problem for (P)
in half space was fully answered by Chen et al. [5]. By selecting a good auxiliary
function involving derivatives of u and using convexity considerations, the authors
proved that (P) has no bounded solutions for any 1 < p < +∞.

We notice that the condition p> 1 is indispensable in these Liouville-type the-
orems for the Lane–Emden equation [5–7, 9, 10] in half space and fractional
Lane–Emden equation [3] in half space. To our knowledge, the non-existence of non-
negative solutions of (P) in Rn

+ is completely open in the sublinear range 0 < p ≤ 1.
Here, we study this range and prove that

Theorem 1.1 Assume that n ≥ 3 and 0 < p ≤ 1. If u ∈ C2(Rn
+) ∩ C(Rn

+) is a
non-negative solution of (P), then u ≡ 0.

Remark 1.2. The author believe that using a process similar to proving Theorem
1.1, the Liouville result also holds for n =2. This requires changing the fundamental
solution of −∆ to ln 1

|x| , the comparison function φ defined in (3.10) to xr
2 + ln |x|

for r ∈ (0, 1), and making some corresponding adjustments.
Very recently, Montoro, Muglia, and Sciunzi [13, 14] provided a classification

result for positive solutions to (P) for n ≥ 1 in singular case: p < −1 and non-
existence of positive solutions to (P) for n ≥ 1 in the case: −1 ≤ p < 0. Theorem
1.1 together with [10] and the results in [13, 14] provide a complete description of
the solution to the Lane–Emden problem in Rn

+ (P).

The main innovation of this article:
To use the comparison principle (see § 2), the low bound of the Lipschitz

coefficient

c(x) = − p

|x|n+2−p(n−2)
ūp−1

is required. Due to p< 1, we need some low bound of ū for the sublinear problem
in half space. Different with the whole space problem, for |x| large, C 1

|x|n−2 is only

the upper bound of the Kelvin transformation ū but not the low bound for the
Dirichlet problem on half space.
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Liouville theorems for the sub-linear Lane–Emden equation on the half space 3

To overcome this difficulty, by establishing an equivalent integral equation, we
obtain a lower bound ū(x) ≥ C xn

|x|n for |x| large. Based on the suitable lower

bound of ū, we find a new comparison function φ(x) = 1
|x|q + xr

n and then use the

maximum principle based on comparisons to find that u only depends on xn. Then,
based on this and the equivalent integral equation, we prove the non-existence of
non-negative solutions.

2. Preliminaries

Proposition 2.1. (Strong Maximum Principle, [12]). Consider a domain Ω ⊂ Rn

and define

L = −∆+
∑
i

bi∂i + c,

where bi and c are bounded on Ω. Suppose that u ∈ C2(Ω) ∩C(Ω) satisfies Lu ≥ 0
and u ≥ 0 in Ω. If u vanishes at some point in Ω, then u ≡ 0 in Ω. In particular,
if there exists a point on ∂Ω, where u> 0, then u> 0 in Ω.

Proposition 2.2. (Hopf’s Lemma, § 9.5 Lemma 1 in [8]). Let B be a ball in Rn

and consider the elliptic operator

L = −∆+ c,

where c is bounded in B. Assume further that u ∈ C2(B) ∩C1(B) satisfies Lu ≥ 0
in B. If there exists x ∈ ∂B such that

0 = u(x0) < u(x) ∀x ∈ B,

then one has ∂u
∂ν (x

0) < 0 for any outward pointing directional derivative ν and, in
particular, ∇u(x0) 6= 0.

Proposition 2.3. (Comparison Principle). Assume that Ω is a domain. Let φ be
a positive function on Ω̄ satisfying

−∆φ+ λ(x)φ ≥ 0.

Assume that w ∈ C2(Ω) ∩ C(Ω̄) solves{
−∆w + c(x)w ≥ 0, x ∈ Ω,

w ≥ 0, x ∈ ∂Ω.
(2.1)

If

c(x) > λ(x), ∀x ∈ Ω,

and

lim inf
|x|→∞,x∈Ω

w(x)

φ(x)
≥ 0, (2.2)

then w ≥ 0 in Ω.
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4 H. Luo

Proof. The Comparison Principle can be found in [4, Theorem 4.1]. For the
convenience of readers, we provide its proof.

Suppose that there is a point x ∈ Ω such that w(x) < 0. Let w̃(x) = w(x)
φ(x) . By

φ(x) > 0 and condition (2.2), w̃ has a minimum point xo ∈ Ω such that w̃(xo) < 0.
By straight calculation,

−∆w̃(x) = 2∇w̃ · ∇φ

φ
+

(
−∆w(x) +

∆φ

φ
w

)
1

φ
. (2.3)

On the one hand, since xo is the minimum point of w̃, then

−∆w̃(xo) ≤ 0 and ∇w̃(xo) = 0.

Then by (2.3), we get

−∆w(xo) +
∆φ

φ
w(xo) ≤ 0. (2.4)

On the other hand, by w(xo) < 0 and the assumption of the proposition,

−∆w(xo) +
∆φ

φ
w(xo) ≥ −∆w(xo) + λ(xo)w(xo) > −∆w(xo) + c(xo)w(xo) ≥ 0.

This contradicts (2.4). �

Remark 2.4. From the proof of proposition 2.3 (Comparison Principle), one can
see that condition (2.1) is required only at the points where w̃ attains its minimum.

The idea in the following arguments is similar to that in the proof of [3, Theorem
4.1].

Proposition 2.5. Assume that u ∈ C2(Rn
+) ∩ C(Rn

+) is a positive solution of
problem (P). Then, u is also a solution of integral equation

u(x) =

∫
Rn+

G(x, y)up(y)dy. (2.5)

Here, G(x, y) is the Green function of −∆ on half space Rn
+:

G(x, y) = cn

[
1

|x− y|n−2
− 1

(|x− y|2 + 4xnyn)
n−2
2

]
, cn =

Γ(n2 − 1)

4π
n
2

.

Proof. Let u be a positive solution of (P). First, we show that∫
Rn+

G(x, y)up(y)dy < +∞. (2.6)

Set

vR(x) =

∫
BR(PR)

GR(x, y)u
p(y)dy,
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where GR(x, y) is the Green’s function on BR(PR), and PR = (0, · · ·, 0, R),

GR(x, y) = cn

 1

|x− y|n−2
− 1(

|x− y|2 +
(
R− |x−PR|2

R

)(
R− |y−PR|2

R

))n−2
2

 .

Obviously, the Green’s function GR on BR(PR) converges pointwise and monoton-
ically to the Green’s function G on Rn

+. From the assumption on u, one can see
that, for each R> 0, vR(x) is well-defined and is continuous. Moreover,{

−∆vR(x) = up(x), x ∈ BR(PR),

vR(x) = 0, x /∈ BR(PR).

Let wR(x) = u(x)− vR(x), then{
−∆wR(x) = 0, x ∈ BR(PR),

wR(x) ≥ 0, x /∈ BR(PR).

Now, by the Maximum Principle [12], we derive

wR(x) ≥ 0, ∀x ∈ BR(PR).

Then, letting R → ∞, we arrive at

u(x) ≥
∫
Rn+

G(x, y)up(y)dy := v(x),

and thus, (2.6) holds. Here, v(x ) satisfies{
−∆v(x) = up(x), x ∈ Rn

+,

v(x) = 0, x /∈ Rn
+.

Setting w = u− v, we have{
−∆w(x) = 0, w(x) ≥ 0, x ∈ Rn

+,

w(x) = 0, x /∈ Rn
+.

(2.7)

Based on Boundary Harnack Inequality [1, 2], the uniqueness of harmonic functions
on half spaces is well known: either

w(x) ≡ 0, ∀x ∈ Rn

or there is a constant c, such that

w(x) ≥ cxn.
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6 H. Luo

We will derive a contradiction in the latter case. In fact, in this case, we have

u(x) = w(x) + v(x) ≥ w(x) ≥ cxn. (2.8)

Denote x = (x′, xn), y = (y′, yn) ∈ Rn−1 × (0,+∞). It follows from (2.8) that, for
each fixed x and for sufficiently large R,

u(x) ≥ v(x) =

∫
Rn+

G(x, y)up(y)dy ≥ c

∫
Rn+

G(x, y)ypndy

≥ c

∫ +∞

R

ypndyn

∫
Rn−1

G(x, y)dy′.

Notice that∫
Rn−1

G(x, y)dy′ (2.9)

=

∫
Rn−1

[
1

(|x′ − y′|2 + |xn − yn|2)
n−2
2

− 1

(|x′ − y′|2 + |xn + yn|2)
n−2
2

]
dy′

=

∫
Rn−1

[
1

(|x′ − y′|2)
n−2
2

− 1

(|x′ − y′|2 + |xn + yn|2)
n−2
2

]
dy′

−
∫
Rn−1

[
1

(|x′ − y′|2)
n−2
2

− 1

(|x′ − y′|2 + |xn − yn|2)
n−2
2

]
dy′

= C (|xn + yn| − |yn − xn|) , (2.9)

where

C =

∫
Rn−1

(
1

|ξ|n−2
− 1

(|ξ|2 + 1)
n−2
2

)
dξ ∈ (0,+∞).

Therefore, for xn < R, we get

u(x) ≥ cxn

∫ +∞

R

ypndyn = +∞,

which is a contradiction. Therefore, we must have w ≡ 0, i.e., (2.5) holds. �

3. Non-existence of positive solutions in the half space Rn
+

We will employ the method of moving planes to prove the radial symmetry of u.
However, without any decay conditions on u, we are not able to carry the method
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of moving planes on u directly. To overcome this difficulty, we employ the Kelvin
transformation of u centred at xo ∈ ∂Rn

+,

ūxo(x) =
1

|x− xo|n−2
u

(
x− xo

|x− xo|2
+ xo

)
, ∀x ∈ Rn \ {xo}.

Specifically, let ū be the Kelvin transformation of u centred at the original point

ū(x) =
1

|x|n−2
u

(
x

|x|2

)
, ∀x ∈ Rn \ {0}.

Clearly,

u(x) = O

(
1

|x|n−2

)
, |x| → ∞. (3.1)

Let u be the solution of (P). By direct calculation, the Kelvin transform ū satisfies
the equation {

−∆ū = ūp

|x|τ , x ∈ Rn
+,

ū(x) ≡ 0, x ∈ ∂Rn
+,

(3.2)

where τ = n+ 2− p(n− 2).
For any real number λ, let

Tλ = {x ∈ Rn
+|x1 = λ}

be the plane perpendicular to the x1-axis. Let Σλ be the region to the left of the
plane Tλ

Σλ = {x ∈ Rn
+|x1 < λ} ∀λ ∈ R.

Denote

xλ = (2λ− x1, x2, · · ·, xn).

Set

w(x) = wλ(x) = ū(xλ)− ū(x).

According to equation (3.2),

−∆wλ(x) =
ūp(xλ)

|xλ|τ
− ūp(x)

|x|τ
=

1

|x|τ
(ūp(xλ)− ūp(x)) + ūp(xλ)

(
1

|xλ|τ
− 1

|x|τ

)
.

(3.3)
For x ∈ Σλ and λ ≤ 0, we have |xλ| ≤ |x| and

−∆wλ(x) ≥
p

|x|τ
ξp−1
λ wλ(x), (3.4)

where ξλ(x) is between ū(xλ) and ū(x). For 0 < p ≤ 1, if ū(xλ) ≤ ū(x), then

p

|x|τ
ξp−1
λ wλ(x) ≥

p

|x|τ
ū(xλ)p−1wλ(x).
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8 H. Luo

Define

c(x) = − p

|x|τ
ū(xλ)p−1.

Assume λ ≤ 0, x ∈ Σλ \ {0λ} such that wλ(x) ≤ 0. Then,

−∆wλ(x) + c(x)wλ(x) ≥ 0. (3.5)

Lemma 3.1. For |x| large,

ū(x) ≥ C
xn

|x|n
(3.6)

and

0 > c(x) > − Cxp−1
n

|x|2(p+1)
, (3.7)

where the constant C> 0 is independent of x and λ.

Proof. For y ∈ B1(2en), we have up(y) ≥ C. Denote x∗ = (x′,−xn), for |x| < 1, by
(2.5),

u(x) =cn

∫
Rn+

[
1

|x− y|n−2
− 1

(|x− y|2 + 4xnyn)
n−2
2

]
uq(y)dy

≥C

∫
B1(2en)

[
1

|x− y|n−2
− 1

|x∗ − y|n−2

]
dy. (3.8)

Applying the mean value theorem to (3.8), we have for |x| < 1,

u(x) ≥ Cxn. (3.9)

Then, for |x| large,

ū(x) =
1

|x|n−2
u

(
x

|x|2

)
≥ C

xn

|x|n

and

0 < −c(x) <
Cxp−1

n

|x|τ+(p−1)n
=

Cxp−1
n

|x|n+2−p(n−2)+(p−1)n
=

Cxp−1
n

|x|2(p+1)
,

which imply (3.6) and (3.7). �

Lemma 3.2. (Decay at Infinity). If w solves{
−∆w + c(x)w ≥ 0, in Bc

R,

w ≥ 0, on ∂Bc
R,

then w ≥ 0 in Bc
R.
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Proof. In order to get ‘Decay at infinity ’ by proposition 2.3 (Comparison Principle),
based on the low bound of c(x ) (3.7), we construct a new comparison function. Let

w̃λ(x) = w̃(x) =
w(x)

φ
,

where

φ(x) = xr
n +

1

|x|q
, with 0 < r < 1 and 0 < q < n− 2. (3.10)

For |x| > R, by calculation and using |x| ≥ xn > 0,

−∆φ(x) = −∆(xr
n)−∆

(
1

|x|q

)
=

r(1− r)

x2−r
n

+
q(n− 2− q)

|x|2+q
(3.11)

≥ r(1− r)

x2−r
n

≥ C
1

|x|2(p+1)

1

x1−p−r
n

+ C
1

|x|2(p+1)+q

1

x1−p
n

= C
1

|x|2(p+1)

1

x1−p
n

φ(x).

w(x) = O( 1
|x|n−2 ) ensure that

lim
|x|→∞

w(x)

φ
= lim

|x|→∞
w(x)

|x|q

xr
n|x|q + 1

= 0. (3.12)

Then, by proposition 2.3 (Comparison Principle), we get the conclusion. �

Remark 3.3. If we choose φ(x) = xr
n, although (3.11) also holds, lim

|x|→∞
w(x)
φ = 0

is false. Here, lim
|x|→∞

w(x)
φ = 0 ensure that w̃ can attain its minimum, and thus,

proposition 2.3 (Comparison Principle) works.

Lemma 3.4. For 0 < p ≤ 1, assume that u ∈ C2(Rn
+) ∩ C(Rn

+) is a solution of
(P). Then, u(x) only depends on xn variable, i.e., u(x) = u(xn).

Proof. We employ the method of moving planes along any direction in Rn−1 called
the x 1 direction. Next, we will move the plane Tλ along the x 1 direction until λ=0
to show that the positive solution is axially symmetric about the xn-axis. We will
go through the following two steps.
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10 H. Luo

Step 1. We start from −∞ to the right. In this step, we want to show that, for
λ sufficiently negative,

w̃λ(x) ≥ 0, i.e., wλ(x) ≥ 0, x ∈ Σλ. (3.13)

Otherwise, there exists some convergent sequence {xk}∞k=1 ⊂ Σλ such that

w̃λ(x
k) → inf

Σλ

w̃λ(x) < 0, as k → ∞. (3.14)

Note that

w̃λ(0
λ) = wλ(0

λ)/φ(0λ) ≥ 0.

Thus, xk will not converge to the singular point 0λ ∈ Σλ. Thus, combining (3.1)
implies that

xk → x̂ ∈ Σλ, as k → ∞.

Then, by the continuity of wλ, we obtain that

w̃λ(x̂) = inf
Σλ

w̃λ(x) < 0. (3.15)

Therefore, ‘Decay at infinity ’ implies that there exist R> 0 independent of λ such
that

|x̂| < R. (3.16)

This is impossible since x̂ ∈ Σλ and λ is sufficiently negative. Thus, (3.13) holds.
Step 2. Now, we move the plane Tλ towards the right, i.e., increasing the value

of λ as long as the inequality (3.13) holds. Define

λ0 = sup{λ|wµ(x) ≥ 0, x ∈ Σµ, µ ≤ λ, λ < 0}.

In the step, we will show that

λ0 = 0. (3.17)

Suppose λ0 < 0, by the strong maximum principle (proposition 2.1), we either have
wλ0

≡ 0 or

wλ0
> 0 in Σλ0

. (3.18)

We can derive that the plane Tλ0
can be moved further to the right. To be more

rigorous, there exists some small ε0 > 0, such that, for ε ∈ (0, ε0),

wλ0+ε(x) ≥ 0, x ∈ Σλ0+ε. (3.19)

We delay proving (3.19). This inequality (3.19) contradicts with the definition of
λ0. Hence, (3.17) is valid.
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Now, we prove (3.19). Suppose that (3.19) is violated for any ε> 0. Then, there
exists a sequence of numbers εi tending to 0, and for each i, the corresponding
negative minimum xi of wλ0+εi

. Let

w̃λ(x) =
wλ(x)

φ
,

where φ(x) defined in (3.10). By straight calculation,

−∆w̃λ(x) = 2∇w̃λ · ∇φ

φ
+

(
−∆wλ(x) +

∆φ

φ
wλ

)
1

φ
. (3.20)

Notice that for any λ ∈ R, the function w̃λ(x) tends to 0 as |x| → ∞ since ū ∈
O( 1

|x|n−2 ). It follows that the function w̃λ0+εi
attains its negative minimum at some

point xi ∈ Σλ0+εi
for each i ∈ N. By Step 1, there exists R> 0 (independent of λ)

such that

|xi| ≤ R, ∀i ∈ N+.

Then, there is a subsequence of {xi} (still denoted by {xi}), which converges to
some point x0 ∈ Rn

+. Now, we have

0 ≤ w̃λ0
(x0) = lim

i→∞
w̃λ0+εi

(xi) ≤ 0, ∇w̃λ0
(x0) = lim

i→∞
∇w̃λ0+εi

(xi) = 0.

That is, w̃λ0
(x0) = 0 and ∇w̃λ0

(x0) = 0. Now, we compute

wλ0
(x0) = w̃λ0

(x0)φ(x0) = 0, ∇wλ0
(x0) = φ(x0)∇w̃λ0

(x0) + w̃λ0
(x0)∇φ(x0) = 0.

Recalling (3.18), we see that x0 ∈ ∂Σλ0
. However, by Hopf’s Lemma (proposi-

tion 2.2), we have the outward normal derivative
∂wλ0
∂ν (xo) < 0, which yields a

contradiction. Thus, (3.19) holds.
We have already pointed out earlier that (3.19) implies (3.17), then by (3.17)

w0(x) ≥ 0, x ∈ Σ0. (3.21)

Similarly, we can move the plane from near +∞ to the left limiting position, and
we have

w0(x) ≤ 0, x ∈ Σ0. (3.22)

Combining (3.21) with (3.22), we can conclude

w0(x) = 0, x ∈ Rn
+. (3.23)

Since the direction of the x1-axis is arbitrary, we derive that the solution ū(x) of
(3.2) is axially symmetric about the xn-axis.
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Now, for any x0 ∈ ∂Rn
+, let ū be the Kelvin transformation of u centred at x 0,

ūx0(x) =
1

|x− x0|n−2
u

(
x− x0

|x− x0|2
+ x0

)
, ∀x ∈ Rn \ {x0}.

Using an entirely similar argument, one can verify that ū is axially symmetric about
the line parallel to the xn axis and passing through x 0. For the arbitrariness of x 0,
we can conclude that ū is rotationally symmetric with respect to the line parallel
to the xn axis. Choosing any two points x 1 and x 2 in Rn

+ we have

x1
n = x2

n.

Let z 0 be the projection of the midpoint x0 = x1+x2

2 , where z0 ∈ ∂Rn
+. By the

proof of above, we know ū is axially symmetric with respect to x0z0. Setting

y1 =
x1 − z0

|x1 − z0|2
+ z0, y2 =

x2 − z0

|x2 − z0|2
+ z0,

it is easy to see ū(y1) = ū(y2). Hence u(x1) = u(x2). This implies that the positive
solution of (P) only depends on xn variable, i.e., u(x) = u(xn). This completes the
proof of lemma 3.4. �

Proposition 3.5. If u = u(xn) > 0, then

u(xn) =

∫
Rn+

G(x, y)up(y)dy = +∞.

Proof. Let R> 0 be any fixed number. For xn > R, by (2.9), we have

+∞ > u(xn) ≥C

∫ R

0

uq(yn)dyn

∫
Rn−1

G(x, y)dy′

≥C

∫ R

0

uq(yn) (|xn + yn| − |xn − yn|) dyn

=2C

∫ R

0

uq(yn)2yndyn.

This implies that

+∞ > u(xn) ≥ C1, ∀xn > R. (3.24)

For xn ∈ (0, R), using (2.9) again, we obtain

+∞ > u(xn) ≥C

∫ ∞

R

uq(yn)dyn

∫
Rn−1

G(x, y)dy′

≥C

∫ ∞

R

uq(yn) (|xn + yn| − |yn − xn|) dyn (3.25)

≥ 2Cxn

∫ ∞

R

uq(yn)dyn.
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Then by (3.24), for xn ∈ (0, R) we get

+∞ > u(xn) ≥ Cxn

∫ ∞

R

Cq
1dyn = +∞. (3.26)

�

Proof of Theorem 1.1.. Combining lemma 3.4, proposition 2.5, and proposition 3.5,
we complete the proof of theorem 1.1. �
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