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Systems involving mean value formulas
on trees

Alfredo Miranda, Carolina A. Mosquera, and Julio D. Rossi

Abstract. In this paper, we study the Dirichlet problem for systems of mean value equations on a
regular tree. We deal both with the directed case (the equations verified by the components of the
system at a node in the tree only involve values of the unknowns at the successors of the node in the
tree) and the undirected case (now the equations also involve the predecessor in the tree). We find
necessary and sufficient conditions on the coefficients in order to have existence and uniqueness of
solutions for continuous boundary data. In a particular case, we also include an interpretation of
such solutions as a limit of value functions of suitable two-players zero-sum games.

1 Introduction

A tree is, informally, an infinite graph in which each node but one (the root of the
tree) has exactly m + 1 connected nodes, m successors and one predecessor (see below
for a precise description of a regular tree). Regular trees and mean value averaging
operators on them play the role of being a discrete model analogous to the unit ball
and continuous partial differential equations (PDEs) in it. In this sense, linear and
nonlinear mean value properties on trees are models that are close (and related to) to
linear and nonlinear PDEs. The literature dealing with models and equations given by
mean value formulas on trees is quite large but mainly focused on single equations.
We quote [1-3, 5-7, 10, 11, 14, 20, 21] and the references therein for references that are
closely related to our results, but the list is far from being complete.

Our main goal here is to look for existence and uniqueness of solutions to systems of
mean value formulas on regular trees. When dealing with systems two main difficulties
arise: the first one comes from the operators used to obtain the equations that govern
the components of the system and the second one comes from the coupling between
the components. Here, we deal with linear couplings with coeflicients in each equation
that may change form one point to another and with linear or nonlinear mean value
properties given in terms of averaging operators involving the successors together with
a possible linear dependence on the predecessor.
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2 A. Miranda, C. A. Mosquera, and J. D. Rossi

Our main result can be summarized as follows: for a general system of averag-
ing operators with linear coupling on a regular tree, we find the sharp conditions
(necessary and sufficient conditions) on the coeflicients of the coupling and the
contribution of the predecessor/successors in such a way that the Dirichlet problem for
the system with continuous boundary data has existence and uniqueness of solutions.

Now, let us introduce briefly some definitions and notations needed to make precise
the statements of our main results.

The ambient space, a regular tree. Given m € Ns,, a tree T with regular m-branching
is an infinite graph that consists of a root, denoted as the empty set (}, and an infinite
number of nodes, labeled as all finite sequences (ay, a, ..., ax) with k € N, whose
coordinates a; are chosen from {0,1,...,m —1}.

A tree with 3-branching.

The elements in T are called vertices. Each vertex x has m successors, obtained by
adding another coordinate. We will denote by

S(x)={(x,i):ie{0,L,...,m—-1}}

the set of successors of the vertex x. If x is not the root then x has a only an immediate
predecessor, which we will denote . The segment connecting a vertex x with X is
called an edge and denoted by (X, x).

A vertex x € T has level k € Nif x = (a1, ay, ..., ax). The level of x is denoted by
|x| and the set of all k-level vertices is denoted by T*. We say that the edge e = (%, x)
has k-level if x € T*.

A branch of T is an infinite sequence of vertices starting at the root, where each
of the vertices in the sequence is followed by one of its immediate successors. The
collection of all branches forms the boundary of T, denoted by dT. Observe that the
mapping ¥ : T — [0,1] defined as

+o00

ag
m)=y —
y(m) kZl mk
is surjective, where 7w = (ay,...,ax,...) € dT and a; € {0,1,...,m —1} forall k e N.
Whenever x = (ay, ..., ay) is a vertex, we set w(x) == y(ay,...,d5,0,...,0,...).
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Averaging operators. Let F:R™ — R be a continuous function. We call F an averag-
ing operator if it satisfies the following:
F(0,...,0) =0and F(1,...,1) = 1;
F(txy, ..., txpm) = tF(x1,..., %m);
F(t+xp,...,t+xm) =t +F(x1,....%m), forall t e R;
F(x1, ..., %m) <max{xj,..., X}, if not all x;’s are equal;
F is nondecreasing with respect to each variable.
In addition, we will assume that F is permutation invariant, that is,
F(Xt5..osXm) = F(Xz(1ys - -+ Xe(m))
for each permutation 7 of {1,..., m} and that there exists 0 < k < 1 such that
F(xp+ ¢y xm) SF(X1,..0,Xm) + CR

forall (x1,...,xp) € R™ and for all ¢ > 0.

As examples of averaging operators we mention the following ones. The first
example is taken from [10]. For1 < p < +oo, the operator F? (x, ..., Xy ) = t from R"
to R defined implicitly by

m

> (xj = t)|xj =0

j=1
is a permutation invariant averaging operator. Next, we consider, for 0 < « <1 and
0<B<lwitha+f=1
Fo(x Xm) “ ma{x}+min{x}+ﬁix
seees =— X 1Xj i — is
0\+1 m 2 \1<j<m ) . ] m p= ]

Fi(x),....,xm) =« medlan {xj} + = pr

Fy(x15...>Xm) = a median {x;} + g (max {xj} + min {x]})

1<j<m 1<j<m 1<j<m
where
Y, if m is even,
H}Sﬂlrin ey = 4 RedS 0] , ifmisodd,
2
where {y1,..., ¥m } is a nondecreasing rearrangement of {x;, ..., X, }. Fo, F;, and F,

are permutation invariant averaging operators. For mean value formulas on trees and
in for PDE:s in the Euclidean space we refer to [8, 9, 12, 15-17]
Given two averaging operators F and G, we deal with the system

(L
u(x) = (1= p){ (1= BOF@(o), ., u(ym)) + Bru(®) } + piv(x)  x e Th,

v(x) = (1= q){ A= BOGE(30) . v(ym)) + Biv(E) } + qeu(x)  x e Th,
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for k > 1, here (¥;)i=o,... m—1 are the successors of x. We assume that § = S = 0, then
at the root of the tree the equations are

u(@) = (1= po)F(u(y0)> - . (ym-1)) + pov(0),
v(0) = (1-90)G(v(y0)s - ->v(ym-1)) + qous (D).

In order to have a probabilistic interpretation of the equations in this system (see
below), we will assume that B¢, B}, pk. qx are all in [0,1] and moreover, we will also
assume that 8} and f3} are bounded away from 1, that is, 8, f}. < ¢ <1and that there
is no k such that py = g = 1.

We supplement (1.1) with boundary data. We take two continuous functions f, g :
[0,1] =~ R and impose that along any branch of the tree we have that

lim )u(x) = f(2),

x—z=y(m

lim v(x) = g(2).
xmz=y ()

(1.2)

Here, the limits are understood along the nodes in the branch as the level goes to
infinity. That is, if the branch is given by the sequence 7 = {x,} ¢ T, xp41 € S(x,,),
then we ask for u(x,) — f(y(m)) as n — oco.

Our main result is to obtain necessary and suflicient conditions on the coeflicients
B%> Br» Pr and g in order to have solvability of the Dirichlet problem, (1.1)-(1.2).

Theorem 1.1 For every f,g:[0,1] —» R continuous functions, the system (1.1) has a
unique solution satisfying (1.2) if and only if the coefficients B, B}, px and qy satisfy the
following conditions:

iﬁ ﬁju < 400 iﬁ ﬁv < 400

k:ljzll_/g;'l ’ k=1 j=1 ﬁv ’

okl ko B pj - e kB qj -
;2:1(1111(1 Ly R 2y 1(,111(1 ) a-g) <
> Pk < +oo, > qr < +o0.

k=1 k=1

(1.3)

Remark 1.2 Notice that when 8} = 8} = 0 the conditions (1.3) are reduced to
Y pk<+oo and ) gg < +oo.
k=1 k=1

When B} is a constant

the first condition in (1.3) reads as
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and hence, we get
1
< p—
P 2

as the right condition for existence of solutions when S} is constant, 8} = 8. Analo-
gously, B} <1/2 is the right condition when f is constant.

Also in this case (8} constant), the second condition in (1.3) can be obtained from
the first and the third one, since in this case, we have that p; — 0 (this follows from
the third condition) and then we have that the second condition can be bounded by

S (5 ) ()N ) <o

I (1-pj) k=2 i (1-pj)

The first series converges since f8 < 1/2 (this follows from the first condition) and the
second series converges since p; — 0 and the third condition holds.

In general, the third condition does not follow from the first and the third. As an
example of a set of coefficients that satisfy the first and third conditions but not the
second one in (1.3), let us mention

1 1 1
Pe=qk=1; and =P =-01-).

Let us briefly comment on the meaning of the conditions in (1.3). The first condition
implies that when x is a node with k large the influence of the predecessor in the value
of the components at x is small (hence, there is more influence of the successors). The
third condition says that when we are at a point x with k large, then the influence of the
other component is small. The second condition couples the set of coefficients in each
equation of the system. With these conditions one guarantees that for x with large k
the values of the components of (1.1), u(x) and v(x), depend moistly on the values
of u and v at successors of x, respectively, and this is exactly what is needed to make
possible to fulfill the boundary conditions (1.2).

Remark1.3 Our results can be used to obtain necessary and sufficient conditions for
existence and uniqueness of a solution to a single equation,

u(x) = {(1=BOF@(0),. u(yma)) + fru(®) ) x e T,
with

lim u(x) = f(2).
x—~z=y(m)

In fact, take as coefficients py = gx = 0 and § = 3} for every k and as boundary data

f = gin (L1) to obtain that this problem has a unique solution for every continuous f

if and only if
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Remark 1.4 Our results can be extended to N x N systems with unknowns
(41, ..., un),u; : T — R of the form

N ) ) N
i (%)= (1= Pk ) { (1= BV F: (u(30)s - #(ymo1)) +Bhati (%) }+ - pijuatj (),
Jj=1 j=1
lim )ui(x) = fi(z).

x—z=y(m

(14)

Here, F; is an averaging operator, 0 < p; j x <1 depends on the level of x and on
the indexes of the components i, j and on the level of the node in the tree k and
are assumed to satisfy p;;x =0 and 0 < Z;-V:lpi,j,k <1. The coefficients 0 < f; <1
depends on the level of x and on the component i. For such general systems, our result
says that the system (1.4) has a unique solution if and only if

5y 2

- < +00,
k=11=1 1_/3;
o k-1 k B YN Piik

1 =107,
< +o00,

1;2 et (15[41 (1-B) ) (-2 pijk)
oo N
Zzpi’j’k < 400,

bt
I
—

j=1

hold for every i = 1,..., N and every k.

To simplify the presentation, we first prove the main result, Theorem 1.1, in the
special case in which B} = B} =0, pi = gy, for all k, and the averaging operators are

given by
F(u(30)s -, u(ymr)) = + max u(y)+ = min u(y)
Y0)oee s Wl m1 2 yes(x) ) 2 yes(x) )
Gv(y0)s--»v(ym-1)) =— > v(y).
yeS(x)

The fact that 8} = B} = 0 simplifies the computations and allows us to find an explicit
solution for the special case in which the boundary data f and g are two constants, f =
C; and g = C,. The choice of the averaging operators in (1.5) has no special relevance
but allows us to give a game theoretical interpretation of our equations (see below).

After dealing with this simpler case, we deal with the general case and prove
Theorem 1.1 in full generality. Here, we have general averaging operators, F and G,
B and B} can be different from zero (and are allowed to vary depending on the level
of the point x) and py and gx need not be equal. This case is more involved and now
the solution with constant boundary data f = C; and g = C; is not explicit (but in
this case, under our conditions for existence, we will construct explicit sub and super
solutions that take the boundary values).
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Our system (1.1) with F and G given by (1.5) reads as

ux) = (1= po{ - B3 max

V) = -a){-BD (= 3 v() + B} + guut),

yeS(x)

u(y)+ 3 min u(y) + Bu()} + pv(o)

(1.6)

for x € T,,. This system has a probabilistic interpretation that we briefly describe (see
Section 4 for more details). First, assume that 3} = f} = 0. The game is a two-player
zero-sum game played in two boards (each board is a copy of the m-regular tree) with
the following rules: the game starts at some node in one of the two trees (x, i) with
xo € T and i = 1,2 (we add an index to denote in which board is the position of the
game). If x, is in the first board, then with probability pg, the position jumps to the
other board and with probability (1 - py), the two players play a round of a Tug-of-
War game (a fair coin is tossed and the winner chooses the next position of the game
at any point among the successors of xg, we refer to [4, 13, 18, 19] for more details
concerning Tug-of-War games); in the second board with probability g, the position
changes to the first board, and with probability (1 - g ), the position goes to one of
the successors of x, with uniform probability. We take a finite level L and we end the
game when the position arrives to a node at that level that we call x,. We also fix two
final payoffs f and g. This means that in the first board Player I pays to Player II, the
amount encoded by f(y(x,)) while in the second board, the final payoff is given by
g(w(x;)). Then the value function for this game is defined as

wi(x, i) = inf sup E*?)[final payoff] = sup inf E**)[final payoff].

I Su Su T

Here, the inf and sup are taken among all possible strategies of the players (the choice
that the players make at every node of what will be the next position if they play
(probability (1— px)) and they win the coin toss (probability 1/2)). The final payoff
is given by f or g according to i, = 1 or i, = 2 (the final position of the game is in the
first or in the second board).

When B} and/or 8} are not zero, we add at each turn of the game, a probability of
passing to the predecessor of the node.

We have that the pair of functions (uy,vy) given by ur(x) = wr(x,1) and vy (x) =
wr(x,2) is a solution to the system (1.6) in the finite subgraph of the tree composed by
nodes of level less than L. Now, we can take the limit as L - oo in the value functions
for this game and we obtain that the limit is the unique solution to our system (1.6)
that verifies the boundary conditions (1.2) in the infinite tree (see Section 4).

Organization of the paper: In the next section, Section 2, we deal with our system
in the special case of the directed tree, B} = 8} = 0 with p; = g, and F and G given by
(1.5); in Section 3, we deal with the general case of two averaging operators F and G and
with general B}/, B}; finally, in Section 4, we include the game theoretical interpretation
of our results.
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2 A particular system on the directed tree

Our main goal in this section is to find necessary and sufficient conditions on the
sequence of coefficients { py } in order to have a solution to the system

1 1 .
u(®) = (1= po{5 max u()+ 3 min u()}+piv(x) x €T,

es(

(2.)

V) =(-p) (5 D v+ pra®) xeT,
yeS(x)
with
lim u(x) = f(2),
2.2) xoEvm)

lim v(x) = g(2).
x—z=y(m)

Here, f, g : [0,1] — R are continuous functions.
First, let us prove a lemma where we obtain a solution to our system when the
functions f and g are just two constants.

Lemma 2.1 Given Cy, C, € R, suppose that

[e o]
> pr < +00,

k=0
then there exists (u,v) a solution of (2.1) and (2.2) with f = Cy and g = C,.
Proof The solution that we are going to obtain will be constant at each level. That is,
u(xy) = ax and v(xg) = by

(here xy is any vertex at level k) for all k > 0. With this simplification, the system (2.1)
can be expressed as

ar = (1= pr)axa + pib,
bi = (1= pr)bis1 + prar

for each k > 0. Then, we obtain the following system of linear equations:

1 U —pi|[ar] _[arn
1-pi|=Px 1 ||bk| |brst]
Iterating, we obtain

: ! 1 ~Pj —aO _ | 9k+1
(2.3) (H)I_Pj)g)[_pj 1 :|_b0 b |

Hence, our next goal is to analyze the convergence of the involved products as k — oco.
First, we deal with

e

j=o L= Pj
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Taking the logarithm, we get

In (

Now, using that lim,_,¢ # =1, as we have Y72, p; < co by hypothesis, we can

deduce that the previous series converges,

k k
) == In(1-p;).
=0 j=0

j=o L= Pj
—Zln(l—pj):U<oo.
j=0

Therefore, we have that the product also converges

o0
[I
=0

1
=eV =0 < co.

1-pj

Remark that U > 0 and hence 1 < 6 < oo.
Next, let us deal with the matrices and study the convergence of

S —Pj]
JHO[—PJ‘ L[

Given j > 0, let us find the eigenvalues of

M; = L -pj|
-pj 1
It is easy to verify that the eigenvalues are {1+ p;,1- p;}, and the associated eigen-

vectors are [11] and [-11], respectively. Is important to remark that these vectors are
independent of p;. Then, we introduce the orthogonal matrix (Q1'=0hH

1 |11 -1
=55 1)
and we have diagonalized M,

_ol|ltPi 0 T
M]_Q[ 0 l_p]:IQ)

for all j > 0. Then
(=TT, %, [Jar=e MG L b e
=0 ! j=0 0 1-pj 0 H;-(:o(l—Pj)
Using similar arguments as before, we obtain that
(o] (%) 1
[Tt+pj)=a<oo and H(l—pj):gzﬁ_
. i

=0

-
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Notice that 0 < f <1and 1 < & < oo. Therefore, taking the limit as k — oo in (2.3), we

obtain
1 a 0 ap C1
oo alorlil-2)

Then, given two constants Cj, C, this linear system has a unique solution, [ag by]
(because the involved matrices are nonsingular). Once we have the value of [ag by],
we can obtain the values [ay by ] at all levels using (2.3). The limits (2.2) are satisfied
by this construction. [ ]

Now, we need to introduce the following definition.

Definition 2.1 Given f, g :[0,1] - R and a sequence (px )0
o The pair (z, w) is a subsolution of (2.1) and (2.2) if

z(x) < (1 —pk){%yrerée(li()z(y) + %yreréi(r;)z(y)} +prw(x), x€T,,
1
wx) < (1-p) (- 3 w(y))+ piz(x), x €Ty,
yeS(x)

limsupz(x) < f(y(n)),
x—y(m)

limsupw(x) < g(y(n)).
x=y(m)

o The pair (z, w) is a supersolution of (2.1) and (2.2) if
1 1
2(x) > (1 —pk){iyreré%i()z(y) = yr;;i(r;)z(y)} + pew(x), x€Tp,

1
wx) 2 (1-p)(= X w(r)+ (), x €Ty,

m yeS(x)
liminfz(x) > f(y(n)),
x=y(m)
liminf w(x) > g(y(m)).
x—y(m)

With these definitions, we are ready to prove a comparison principle.

Lemma 2.2 (Comparison Principle) Suppose that (u.,v.) be a subsolution of (2.1)
and (2.2), and (u*,v*) be a supersolution of (2.1) and (2.2), then it holds that

u(x) <u’(x) and v.(x)<v(x) Vx eT,.

Proof Suppose, arguing by contradiction, that

max{ sup {u, —u*}, sup {v. —v*}} >n>0.

x€T,, x€T,,

Let
Q= {x € T s max{(u. —u*)(x), (vi —v*)(x)} > 11} 0.
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Claim#1 Ifx € Q, there exists y € S(x) such that y € Q. ]
Proof of the claim  Suppose that

(2.4) us(x)—u*(x) 2y and w.(x)—u"(x) 2v.(x)-v (),

then

u(x) —u*(x)

1 1 1 1
<(1- - . - . . - * - . *
<P {; e -0+ minywe0) =5 mas () =3 miny w00}

+ p(va(x) = v (x)).
Using (2.4) in the last term, we obtain
(1= pr)us(x) —u*(x)

1 1 1 1
<(1- - . - . . _ * _ : * .
<( pk){z ygée(lf)u )+ zyle%l(g)u ) ZyIET}S%i()u ) zygl(g)u (y)}

Since (1 - py) is different from zero, using again (2.4), we arrive to

* 1 1 *
n<ug(x)—u'(x) < (5;2?85) us(y) - 3 max u (y))

[ |
(3 iy 03,3y )

Let u, (y1) = maXyeg(x) U (y); itis clear that u*(y;) < max,eg(x) u*(y). On the other
hand, let u*(y,) = mineg(x) u*; now, we have u, (y2) 2 min eg(x) (). Hence
1 1, 1 1,
1< (G 0n) = 31 0n) + (Fu 02) = 30" (72))-
This implies that exists y € S(x) such that u,(y) — u*(y) > 5. Thus y € Q.
Now suppose the other case, that is,
(2.5) ve(x)=v*(x) 27 and v.(x)-v*(x) > u.(x) - u*(x).
Now, we use the second equation. We have
* 1 * *
v () =V () < (-p)(— D () =V () + P (x) — (%))
m yeS(x)
Using (2.5) again, we obtain
* 1 *
N<ve(x) v (x) < — X (ne(y) -v'(»)
M yes(x)

Hence, there exists y € S(x) such that v.(y) —v*(y) > 5. Thus y € Q. This ends the
proof of the claim. [ ]

Now, given y, € Q, we have a sequence (¥ )x»1 included in a branch, yx.1 € S(yx),
with (yx)ks1 € Q. Hence, we have

ue(yi) —u(ye) 2 or vi(ye) v (yx) 2 1.
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Then, there exists a subsequence (yx;)k»1 such that

(2.6) us(y;) —u () 2ot va(yi,) = v (i) 2 1

Let us call limy_, o, yx = 7 the branch to which the yj belong. Suppose that the first
case in (2.6) holds, then

liminfu, (x,) < f(p(m)) and limsupu (7s,)  f(y(m)).

Jj—oo
Thus, we have
0 <1 < liminf(u. (y5,) =" (3%,))
- lijnigfu*(yk") —limsup u”(yx,) < f(y(7)) - f(y(7)) = 0.

]—)00
Here, we arrived to a contradiction. The other case is similar. This ends the proof.

To obtain the existence of a solution to our system in the general case (f and
g continuous functions), we will use Perron’s method. Hence, let us introduce the
following set:

o/ ={(z,w): (z,w) is a subsolution to (2.1) and (2.2)}.
First, we observe that o7 is not empty when f and g are bounded below.
Lemma 2.3 Given f, g € C([0,1]) the set o verifies of + (.

Proof Takingz(xx) = w(xx) = min{min f, min g} forall k > 0, this pair is such that
(z,w) e &. |

Now, we prove that these functions are uniformly bounded.
Lemma 2.4 Let M = max{max f,max g}. If (z,w) € <7, then
zZ(x) <M and w(x)<M, VxeT,.

Proof Suppose that the statement is false. Then there exists a vertex xo € T, (in some
level k) such that z(xy) > M or w(x) > M. Suppose, in first case, that z(x¢) > w(xo).
Then z(xy) > M.

Claim #1 There exists yo € S(xo) such that z(yy) > M. Otherwise,

2(x0) < (1= po) {3 max. z(y>+§yn;(m 2(3)} + piw(xo)

<(-p){3 max =)+ 3 min 2()}+ pizli).
Then

(1= p)e(s0) < (1= p) {5 max 2()+ 3 min 2()} < (1-p){3M+ 30},
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Here, we obtain the contradiction
M < z(x9) < M.
Suppose the other case: w(xg) > z(xo), then w(xo) > M.
Claim #2 ‘There exists yo € S(xo) such that w(yo) > M. Otherwise,

wxo) < (-po) (= ¥ W)+ prz(xo) < (1= )M+ pyw(xo),

yeS(xo)
=w(xp) <M
which is again a contradiction.

With these two claims we can ensure that exists a (infinite) sequence x = (xo, xp»

x3,...) that belongs to a branch such that z(xé) > M (or w(x(];) > M). Then, taking
limit along this branch, we obtain

limsupz(x) > M

X—>T

and we arrive to a contradiction. ]
Now, let us define

(2.7) u(x):= sup z(x) and v(x):= sup w(x).
(Z,W)E.!Zf (z,w)eg{

The next result shows that this pair of functions is in fact the desired solution to
the system (2.1).

Theorem 2.5 Suppose that

M8

Pk < +o0o.

=~
I

0
The pair (u,v) given by (2.7) is the unique solution to (2.1) and (2.2).

Proof Given ¢ >0, there exists § >0 such that |f(y(m)) - f(v(m))|<e and
lg(y(m)) - g(y(m))| < eif [y(m) — y(m2)| < 8. Let k € N be such that 1z < §. We
divide the interval [0,1] in the m* subintervals I; = []m;kl, ﬁ] for 1< j < mk. Let us
consider the constants

C.=minf and C}=min
f xel;j f g xel; $
for1< j<mk,

Now, we observe that, if we consider TX, = {x € T, : |x| = k}, we have #T* = m*
and given x € TX any branch that have this vertex in the kth level has a limit that
belongs to only one segment I;. Then, we have a correspondence one to one the set
T*, with the segments (I ]);”:kl Let us call x/ the vertex associated with I;.

Fix now 1 < j < m*, if we consider x/ as a first vertex we obtain a tree such that the
boundary (via v) is I;. Using the Lemma 2.1 in this tree, we can obtain a solution of
(2.1) and (2.2) with the constants C} and Cy.
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Thus, doing this in all the vertices of TX, we have the value of some functions so
called (u,v), in all vertex x € T, with |x| > k. Then, using the equation (2.1), we can
obtain the values of the (k — 1)-level. In fact, we have

uon) = (- po {5 max w()+3 min ()} + pevla),

v(xe) = (1 —pk)(i 3 v(0)) + pralui).

yeS(xk-1)

Then, if we call

1 1 1
Ar=—-— max u +—- min u and Bp=— v(y),
£72 yeS(xk-1) u(y) 2 yeS(xx1) u(y) “Tm yes%:k,l) 2)

1 L —pr||ulxka) | _ | Ax
1-pr [-Px 1 ||v(xk1)| | Bk
Solving this system, we obtain all the values at (k —1)-level. And so, we continue until
obtain values for all the tree T',. Let us observe that the pair of functions (u, v) verifies

we obtain the system

u(x)=(1- pk){f max u(y) +l min u(y)} +prv(x) xeTy,

yes(x)
v(@) = (1-p)(= X v())+ prulx) x €Ty,
yes(x)
lim u(x) = C} if € I,

lim v(x) = CJ if mel;.

X—=>T

We can make the same construction but using the constants

DJf—maxf and D] = maxg

xel;

to obtain the pair of functions (u, v) that verifies

— 1 _ 1 . _
w(x) = (1= po) {5 max a(y) + 5 min @(y)}+ () xeTu,

_ 1 _ _
V(@) = (-p)(-- 2 V() + pui(x) x €Ty,
yes(x)
and
chi_r)x}rﬁ(x)sz; if el

lim 7(x) =D} ifmel

X—T

https://doi.org/10.4153/50008414X23000913 Published online by Cambridge University Press


https://doi.org/10.4153/S0008414X23000913

Systems involving mean value formulas on trees 15

Now, we observe that the pair (u,v) is a subsolution and (u, V) is a supersolution.
We only need to observe that

lim u(x) = limsupu(x) = C} < f(y(m) ify(x) < L,

lim v(x) = limsupv(x) = C} < g(y(n)) ify(n)el;,

X—=>T Xx—TT

and

lim u(x) = hmlnfu(x) Dj > f(y(n)) ify(n)el;,

X—>7

lim v(x) = lim supv(x) = D} > g(y(n) ify(n)el

X—>T

Now, let us see that (u,v) € 7. Take (z,w) € o and fix x € Ty, then
2(3) < (1= po)5 max () +3 min 2(7)} + piw()
As z <uand w < v, we obtain
z(x) < (1 —pk){f max u(y)+ l min u(y)} + prv(x).
eS(x) yes(x)
Taking supremum in the left-hand side, we obtain
u(x) < (1—pk){f max u(y) + E min u(y)} + prv(x).
€S (x) 2 yeS(x)

Analogously, we obtain the corresponding inequality for v.
On the other hand, using the comparison principle, we have z < u, and then we
conclude that u < u. Thus,

limsupu(x) <limsupu(x) = hm u(x) = D] < f(y(m)) +e.

X—=>T X—>T7

Using that € > 0 is arbitrary, we get

limsupu(x) < f(v(r)),

X—>7

and the same with v. Hence, we conclude that (u,v) € <.

Now, we want to see that (u, v) verifies the equalities in the equations. We argue by
contradiction. First, assume that there is a point x € T,,, where an inequality is strict,
that is,

u(xo) < (1- Pk){ Jmax u(y) + %yg(m) u(y)} + pev(xo)-

Let

0= (l—pk){ ?Slgx)u(y) + % Ensl(m)u(y)} +prv(x) —u(x9) >0
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and consider the function

u(x), X # Xo,
up(x) :{ )

u(x) + 2 X=X
Observe that
) 1 |
uo(x0) = u(xo) + - < (1 —pk){g max, u(y)+5 oin, u(y)} + piv(x0)s

and hence

1 1 .
uo(x0) < (1= pi) {5 max wo(y) +5 min wo(y)}+piv(xo):

Then we have that (1, v) € o/ butug(xo) > u(xo) reaching a contradiction. A similar
argument shows that we (u, v) also solves the second equation in the system.

By construction, # < u and v <v. On the other hand, given (z,w) € &7, by the
comparison principle, we obtain u <7 and v <.

Now observe that for y(m) e Ij, it holds that C} > f(y(m)) —¢ and Djf <
f(y(n)) +& and C > g(y(7)) — e and Dé < g(y(m)) + &. Thus, we have

fly(m)) -e< C} =liminf u(x) < liminf u(x)

<limsup u(x) < limsupu(x) = ch < fly(m)) +e

and
gly(m))—¢e< Cé = liminf y(x) <liminfv(x)

<limsupv(x) <limsupv(x) = Dé <g(y(m)) +e.

X—=>T X—=>T1

Hence, since ¢ is arbitrary, we obtain
lim u(x) = f(y(m)) and limv(x) = g(y(m))

and then conclude that (u, v) is a solution to (2.1) and (2.2).

The uniqueness of solutions is a direct consequence of the comparison principle.
Suppose that (u;,v;) and (u,, v, ) are two solutions of (2.1) and (2.2). Then, (uy,v;) is
a subsolution and (u,, v,) is a supersolution. From the comparison principle, we get
uy < Uy and v; < v, in T,. The reverse inequalities are obtained reversing the roles of
(u1,v1) and (uz,v2). [

Next, we show that the condition Y72, px < oo is also necessary to have existence
of solution for every continuous boundary data.

Theorem 2.6  Let (pi)kso be a sequence of positive numbers such that

[ee]
Zpk = +00.
k=1

https://doi.org/10.4153/50008414X23000913 Published online by Cambridge University Press


https://doi.org/10.4153/S0008414X23000913

Systems involving mean value formulas on trees 17

Then, for any two constants Cy and C, such that Cy # Cy, the systems (2.1) and (2.2)
with f = C, and g = C, does not have a solution.

Proof Arguing by contradiction, suppose that for every pair of constants C;, Cy, the
system has a solution (u,v). First, suppose that C; > C,. If we take u =v = C;, this
pair is a supersolution to our problem. Then, by the comparison principle, we get

u(x) <G and v(x) <G forall x € T,,.

Given a level k > 0, we have

u(xe) = (1_Pk){ Jmax u(y)+1 [ min +ka(xk)}
< (1= pi)ulxis) + prv(xk),

where we have chosen x;,; such that

u(xgs1) = max u(y).
€S (xk)

Now using the same argument, we obtain
u(xks1) < (1= pran)u(xps2) +v(x)s
and hence we arrive to
u(e) < (1= pi) { (1= prea)u(eien) + preav(icn) b + piv()
= (1= pi) (1= prer)u(xiaz) + (1= pic) presrv (xiear) + piv(xi).-
Remark that the coefficients sum up to 1, that is, we have
(1=pe) (1= prar) + (1= pi)Prsr + pr = 1.
Inductively, we get
! !
u(xg) < JI;I)(I = Prej)u(Xprj) + J;) ajv(Xksj),

where the coefficients verify
! !
(2.8) [T -pisj) + > a;=1.
=0 j=0

Now, the condition

™M

pj:+00

~.
]
(=]

is equivalent to

[10-p)=0
j=0
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(just take logarithm and use that In(1+ x) ~ x for x — 0). Then, taking I - oo in the
equation (2.8), we get

i aj =1
j=0

But x¢, Xk41> Xk+2, . . . is included in a branch in T,,, then we must have
(2.9) lim v(x44j) = C; ,  lim u(xgyj) = Cr.
j—oo j—oo

In particular, the sequences (#(xk;));js0 and (v(Xk4;)) ;>0 are bounded. Thus, if we
come back to

u(xk) < H(l Pk+])u(xk+]) + Z ajv(xk+]

j=0
! !
<(TT= prsj)) supulxis;) + (Y a;) supv(xes ),
j=0 Jj20 j=0 j20
and taking the limit as [ — oo, we obtain

u(xg) < (i )supv(xkﬂ) = supv(xkﬂ)
=0 j2

Now, if we take k — oo and use (2.9), we obtain
Cy = lim u(x¢) < lim supv(xxsj) = Ca,
k—oo k—o0 720
which is a contradiction since we assumed that C; > C,.

To reach a contradiction, if we have C, > C; is analogous (we have to reverse the
roles of u and v in the previous argument). ]

Remark 2.7 When C, = C, if we take u = v = C;, we have a solution to our system.
Therefore, we have proved that when Y ¢2, px = +00, the only solutions to the systems
(2.1) and (2.2) are the trivial ones, u = v = C;.

3 A general system on the undirected tree

In this section, we deal with the general system
u(x) = (1= pe){ (1= BOF (o), s u(ym1)) + Biu(%) } + piv(x)  x €Ty,

v(x) = (1= g){(U=BOGE(30)s- o v(ym1)) + Biv(3) ) + quu(x)  x €Ty,
(3.1)

with boundary conditions
lim u(x) = £ (y(n)),

(3.2)
lim v(x) = g(¥()).
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First, we want to prove existence and uniqueness of a solution. From the computa-
tions that we made in the previous section, we see that the key ingredients to obtain
the result are: the validity of a comparison principle and the possibility of constructing
sub and supersolutions that take constants as boundary values.

Now, we need to introduce the concept of sub and supersolutions for this system.

Definition 3.1 Given f,g:[0,1] > R,
o The pair (u, v) is subsolution of (3.1) and (3.2) if

u(x) € (1= p){ (1= BOF (o) o u(ymen)) + Bu() | + piv(x), € T
v(x) € (1= g { (1= BG@(0)s - ¥ymo) + Bir(R)} + (), x € T
lim supu(x) < f(y(n)),
lir;;pz(x) < g(y(m)).

X—>T

« The pair (%, ) is supersolution of (3.1) and (3.2) if
a(x) 2 (1= p) { (1= BOF@E(y0)s - B(ym1)) + BLA(R) | + pii(x), x €Ty,
7(x) 2 (1= g){ (1= BDG@E(30), . H(ym1)) + BIF(E) | + qii(x),  x €Ty,
lim inf(x) > f(y(m)),
lim inf ¥(x) > g(y ().
As before, we have a comparison principle.

Lemma 3.1 (Comparison Principle) Assume that (u,v) is a subsolution and (u,v) is
a supersolution, then it holds that

u(x) <u(x) and  v(x)<v(x)  forallx eT,.

Proof The proof starts as before. Suppose, arguing by contradiction, that

max{ sup (u—u)(x), sup (y—?)(x)} >n>0.

x€T,, x€T,,

Let
Q = {x Ty s max{(u-7)(x), (1= 7)(x)} 2 7} # 0.

Now, let us call kg = min{k : x; € Q}. Let xo € T such that x, € Q. Asin the previous
section, our first step is to prove the following claim:

Claim #1 'There exists a sequence (Xo, X1, . . . ) inside a branch such that x; € Q for all
j 20, xj1 € S(xj). To prove this claim, let us begin proving that exists y € S(xo) such
that y € Q. Using that xo € Q, we have to consider two cases:
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First case:
w-w)(x0)2n  and  (u-u)(x0) > (v-7)(x0).

The choice of xo € TX as a node in Q that has the smallest possible level implies
(u—u)(x0) > (u—u)(Xy). Then, using that u is subsolution and u is supersolution,
we have

(u-)(x0) < (1= pe) (1= BO[F@(r0)s- o u(ym1)) = F(@E(30)s . B(ym)) ]
+ (1= pe)Bi (= 7) (o) + pr(v = 7) (%o).
Using that (u —u)(x0) > (v —v)(x0), we obtain
(=) (x0) < (1= BO[F@(0)s s ulym1)) = F@(30)s -, #(ym)) ]
+ B (u =) (o).

Now using that (u —u)(xo) > (u—u)(xo), we get

(33 (w-@)(x0) <[F(y0)s .o u(ym1)) = F@(y0)s . Bym)) |
Using that F is an averaging operator, this implies that there exists y € S(xo) such that
(-)(y) 2 (u-7)(x0) 2 1.

In fact, if max, (u — u)(y) := t < (u —u)(xo), using that F verifies
F(t+x1,...,t+x,) =t +F(x1,...,%m),

and that F is nondecreasing with respect to each variable, we get

F(u(yo),.--»u(ym-1)) =t +F(u(yo) = ts...,u(ym—1) = t) <t + F(u(yo), ..., u(ym-1)),

a contradiction with (3.3). We can deduce that y € Q, but we also obtain (u—u)(y) >
(u —u)(xo) a property that we are going to use later.
Second case:

(v-9)(x0)2zn  and  (v-V)(x0) 2 (u-u)(x0).
Using again that u is subsolution and u is supersolution, we have
(v=7)(x0) < (1= g ) (1= BO[GW(T0)s- ¥ (ym1)) = GF(30)s -, 7 (ym)) ]
+ (1= qi) B (u =) (o) + qi(u ) (x0)-

Using first (v =v)(xo) = (u—u)(x0) and then that (v —v)(x0) > (v —v) (o), we
obtain

(= 9)(%0) < [G@(0)s -2 ¥ (1)) = GEGO)s- - ¥ () |

Arguing as before, using that G is an averaging operator, this implies that there exists
y € S(xo) such that y € Q and

(v=v)(y) 2 (v-v)(x0) 2 7.
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Now, calling x, € S(xo) the node that verifies
(u-u)(a) 2 (u-u)(x0) 27 or  (v=v)(x)2(v=-7)(x0) 27,
we can obtain, with the same techniques used before, a node x, € S(x;) such that
(u-w)(x) 2 (w-w)(x) 2y or  (v=7)(x) 2 (L-V)(x1) 2 7.

By an inductive argument, we can obtain a sequence (xo,X1,X2,...) € Q such that

xjs1 € S(xj). This ends the proof of the claim. ]
Therefore, we can take a subsequence (x},);»1 with the following properties:

(3.4) (u-u)(x;,) 21y forall [>1,

or

(3.5) (v=-v)(xj5) 27 forall I>1.

Suppose that (3.4) is true. Let lim;_, o, xj, = 7. Then, we finally arrive to

0 << limsup(u ~T)(x;,) = limsupu(x;) ~liminf () < f(y(m)) ~ f(y(m) =0

| >0
which is a contradiction. The argument with (3.5) is similar. This ends the proof.
Now, we deal with constant data on the boundary, f = C; and g = C,. Notice that

now we only have a supersolution to our system that takes the boundary data (and not
an explicit solution as in the previous section).

Lemma 3.2 Given two constants C; and C,. Suppose that the conditions (1.3) hold,
that is,

G kZH —ﬂ)
=B b wwk-lk By a
211(l]+1(1 ﬁz))(l PJ)< ’ kzz:zj;(lga(l_ﬂ}/))(l_%)< ’
Px < 00, qu<<x>.

k=1

~
=

M8
—

=~
I

=1
-1

k-‘\-

Mg’sz

b
L
—_

(3.6)
Then, there exists a supersolution of (3.1) such that

lim u(x) = G and lim v(x) = C,.

X—=>T X—=>7

Proof We look for the desired supersolution taking
u(x)=>r+G and  v(x)=>r+C,
j=k j=k

for every x € TX . To attain the boundary conditions, we need that

oo
Zrk < 00,
k=1
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Indeed, is this series converges, then we have

9161_1>r711u(x = 11m Zr1+Cl C and )161_1)17111/(96) :kli_glo;(rﬁCz = C,.
Now, notice that u(x) = u(x) as long as x and % are at the same level. Therefore,

using that F(k, ..., k) = k, since we aim for a supersolution, from the first equation,
we arrive to

irj-kCl
j=k
> (-p00-gp( ¥ 1+
j=k+1
+(1—pk)ﬁZ( i rj+C1)+pk(irj+C2).
j=k-1 j=k

We can rewrite this as

j=k+1 1

Pk)ZT; (1-pr)(1-Bk) Z ri+ (1- pi)Bi ; ri+ pr(Cy = ).
j

If we call L = C, — C, dividing by (1 - p ), we obtain

;{ (l_ﬁk)jzk;-lrj-}_ﬁkak:lrj ( Pk)L

We can write

[}

S =) S B S
i =k i=k

to obtain

_ pu u Pk
Q-8B = Brrk-1 + (1—Pk)L

Then, we have

r ﬂz r pk L
2 ) B

If we iterate this inequality one more time, we arrive to

B Bi_ Dk-1 L Dk L
(l—ﬁk){(l—ﬁk 0T ) (- B 1>}+<l—pk><l—ﬁz>‘

Then, by an inductive argument, we obtain for k > 2

Tk >

k u

SYR i
Moo (I 6t

j=1 =1 I=j+1

) pj L
1)/ (A-p;) (1-pY)

k(ﬁ] p])

Dk L
T -po) (- ﬁk)
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Now, from analogous computations for the other equation in (3.1), we obtain

k q; L
ﬂ(l ' Z(ﬂlu /3>)(1 ) 5
L (B ).

. L
(1-qx) (1-BY)
In order to fulfill the two inequalities, we can take as ry the maximum of the two

right-hand sides, that is,
re = max{Ax (B, p;)> Ak(B>q;)}

Now, we recall that we need that

oo
Zrk < 00,
k=2

and this follows by the hypotheses (3.6)

This ends the proof.
Remark 3.3 Notice that taking ro large enough we can make this supersolution as

large as we want at the root of the tree, that is, u(()) and v()) can be chosen as large

as we need.
Notice that we also have a subsolution
Lemma 3.4 Given two constants Cy and C,, there exists a subsolution of (3.1) with
lim u(x) = C and lim v(x) = C,.
X—=>T X—=>T
Proof Using the above lemma, we know that there exists a supersolution (u,v) of
= —Cz.
[}

(3.1) and (3.2) with f =-Cyand g
Consider u = —u and v = —v. Then (u, v) is subsolution of (3.1) and (3.2) with f =

Cyand g = C,.
Now, we are ready to prove existence and uniqueness of a solution when the

conditions on the coefficients, (1.3), hold
Theorem 3.5 Assume that the coefficients verify (1.3), that is,

it e Bl o
e (- ﬁ) k=1 j=1 (l—ﬁ;) ’
~ Pi o SN A 4 .
j:l(l]+1(1 ﬁl))(l_p])< , g;(lgl(l_ﬁ;))(l_%)< ’

MMMEﬁ

Pi < 00, Z qx < 00.
=1
Then, for every f, g € C([0,1]), there exists a unique solution to (3.1) and (3.2)

=~
Il
—_
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Proof We want to prove that there exists a unique solution to (3.1) and (3.2). As in
the previous section, let

o = {(z, w): (z, w) is subsolution of (3.1) and (3.2)}.

We observe that o7 # (). In fact, taking z(x) = w(x) = - max{| f| 1, |g|r=} =
C € R, we obtain that (z, w) € &/. Moreover, functions in 27 are bounded above. In
fact, using the Comparison Principle, we obtain that z < C = max{| f| .=, | ||z~ } and
w< Cforall (z,w) € &.

As before, we let

(u(x),v(x)) = sup (z,w),
(z,w)edd

and we want to prove that this pair of functions is solution of (3.1) and (3.2).
If (z,w) e &,

2(x) < (1= p){ (1= BO(F(2(p0)s -, 2(ym1)) + Biz(3) | + pew(x)
< (1= p){ (1= BO(Fu(r0)s. o u(ymr)) ) + Biz(2) ) + piv(x)
and
w(x) < (1= g { (1= BOGW(30)s- . w(ym1)) + Biw() } + qez(x)
< (1= g {1 BDGO(30)s- o v(ym)) + Biv(2) } + qun(x).

Then, taking supremum in the left-hand sides, we obtain that (u,v) is a subsolution
of the equations in (3.1).
For the two functions f, g € C([0,1]) given ¢ > 0, there exists § > 0 such that

f(y(m)) - fw(m))l<e and |g(y(m)) - g(y(m)) <e

ifjy(m) — y(m2)| < 8. Let us take k € Nsuch that -1z < . We divide the segment [0, 1]
=t

in m* subsegments I; = [% srlforl<j< mF. Let us consider the constants

J_ j_
Dj=maxf and D)=maxg
xelj xel;

forlSjSmk.

If we consider T, = {x € T,, : |x| = k}, we have #T* = m* and given x € T any
branch that have this vertex in the k-level ends in only one segment I;. Then we
can relate one to one, the set TX with the segments (I ]);":kl Let us call x/ the vertex
associated with I;.

Givenl1<j< mX, if we consider x/ as a first vertex, we obtain a tree such that the
boundary (via y) is I;. Using Lemma 3.2 in this tree, we can obtain the value of a
supersolution (u,v) of (3.1) and (3.2) with the constants Cf and Cé for all vertices
ye Tl with I >k such that @w(x/) = C and ¥(x/) = C, where C > 0 is some large
constant that we will determine later (see Remark 3.3) (the constant will be the
same for all x € TX), and for all x € T, with I < k, we define #(x) = v(x) = C. Then
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Lemma 3.2 says that if x € T, we have
u(x) 2 (1= pi) F((y0)s - - ., t(ym-1)) + piv(x)
since (%, V) is a supersolution. Then, for x € TX, we have
C2 (1-pu)F(u(yo)s- .- u(ym-1)) + pkC

=C> F(H(yo),...,ﬁ(ym—l)), Yi € S(x),

(3.7)

forall x € TX.
On the other hand, we want the pair (u,v) to be a supersolution of (3.1), then we
need to extend (%, V) to the nodes in x € T}, with i < k in such a way that

u(x) > (1= p){ (1= B F@E(30)s - > (ymr)) + Bxti(%) } + piv(x).
Therefore, if we set u(x) = C for these nodes, we need
C2 (1= p){(1=Br)F(@(y0)s--»u(ym-1)) + BxC} + piC,

and we get the same condition as above for C. Thus, if we consider C > 0 such that it
verifies (3.7), we obtain that (u,v) is a supersolution of (3.1) and (3.2) in the whole
tree T,. Using the comparison principle, we get

z(x) <u(x) and w(x) <v(x), for every (z,w) € &
Then, taking supremums in the right-hand sides, we conclude that
u(x) <u(x) and v(x) <v(x).
Hence, we obtain

limsup u(x) <limsupu(x) = D; < fly(m)) +e.

X—=>T X—>T

Similarly,

limsupv(x) < g(y(m)) +e.

X—>T

Using that € > 0 is arbitrary, we get that (u,v) € &7.
We want to prove that (u, v) satisfies (3.1). We know that it is a subsolution. Suppose
that there exits x such that

(3.8)  u(xo) < (L= p){ (1= BOF(u(y0)s- o u(ym-1)) + Biu(o) | + pav(xo).
Let

u(x), X # Xg.

i () = {u(x) +1, X=X,

Since we have a strict inequality in (3.8) and F is monotone and continuous, it is easy
to check that for # small (u*,v) € o7. This is a contradiction because we have

u(x0) >u(xg) = sup w(xo).
(w,z)edd

A similar argument shows that (u,v) also solves the second equation in (3.1).
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Up to this point, we have that (u, v) satisfies (3.1) together with

limsupu(x) < f(rr) and limsupv(x) < g(m).

X—>T X—>T

Hence, our next fast is to prove that (u, v) satisfies the limits in (3.2).
As before, we use that f and g are continuous. Given ¢ > 0, there exists § > 0 such
that

f(y(m)) - fy(m))<e and |g(y(m)) - g(y(m)) <e
if|y(m) — y(m2)| < 8. Letus take k € N'such that -1z < 8. We divide the segment [0,1]

=t

in m* subsegments I; = [ mrlforl<j< mF. Let us consider the constants

C/=minf and Cj,=ming.
xel;j xel;

By Lemma 3.4, using the same construction as before, there exists ( u,v ) a subsolution
of (3.1) and (3.2) such that

lim u(x) = C{ and limy(x) = Cg
X—=>T X—=>T

and if x € TJ, for j <k weset u(xj) = -C and v(x;) = —C with C a large constant.
Then (u,v) is a subsolution of (3.1) and (3.2) in T,,. From the definition of (u,v), the
suprema of subsolutions we get

u(x) > u(x) and v(x) > v(x).
Then we have that
liminf u(x) > liminf u = C{ > f(y(m)) —¢

and
liariigfv(x) > g(y(m)) —e.
Using that € > 0 is arbitrary, we obtain
lilgligfu(x) > f(y(m)) and liI)crLii?fv(x) > g(y(m)).
Hence, we conclude (3.2),
limu(x)= f(y(m) and  limv(x) = g(y(m)).

To end the proof, we just observe that the comparison principle gives us uniqueness
of solutions. u

Finally, the nonexistence of solutions when one of the conditions fails completes
the if and only if in the result.
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Theorem 3.6  Suppose that one of the following conditions:

o kB oo
Pl Elapme
ok kB Pi o SN LA 4
Z=:2]1(1]+1(1 /31))(1—131)< ’ kz=:2j=1(lgrl(1_/5}/))(1_%’)< ’
> Pk <00, qu<oo,

k=1

=~
I

are not satisfied. Then, there exist two constants C, and C, such that the system (3.1)
with condition (3.2) and f = C, and g = C, does not have a solution.

Proof Suppose that the system have a solution (u, v) with boundary condition (3.2)
with f = C; and g = C, for two constants such that C; > C,. We have

u(x) = (1= p){ (1= BOF@(o)s ., u(ym)) + Bru(®) } + piv(x)  x e T,
v(x) = (1= g { (=BG (30)s- o v(ym1)) + Biv(3) ) + quu(x)  xeTh,
(3.9)
Let us follow the path given by the maxima among successors, that is, we let

Xo=0, u(x)= max u(y) and u(xy)= max u(y), k2.
yeS(V) yeS(Xk-1)

Then, using that F(zy,...,z,) < max; z;, we have
u(xk) < (1-pr) (1= Bi)u(xkn) + 1 - pr) fru(Xk-1) + prv(Xx),
that is,

0< (1= pi) (1= i) (u(Xknr) — u(%k))
+ (1= pi) By (u(xk1) —u(xk)) + P (v(X) - u(Xi))-

If we call ay = u(Xgs1) — u(xx), we get

0<(1-pi)(1=Bi)ax — (1= pi)Brar-1 + pr(v(xk) — u(xk)).
Then

(v(xk) = u(xk))-

0< (l—ﬁZ)ak ﬁkak 1+ ———<

_Pr
(1-px)
Now, calling by = v(xx) — u(xx), we obtain

u

a Bk a Pk
e o
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Now, using the same argument one more time, we get
u u
e BB
(1 - /jk) (1 - /jkfl)

i ) )
+(1_ﬁz) (1_1”‘*1)(1—%‘2‘_1)( br_1) + T pe )\ 1= (=bx).

Inductively, for ko > 2 and k > k¢, we arrive to

RIAE R R
kzlj=l/}+1(l_ﬁ?)‘| ko+j=Zk:0(l£Ll—ﬁ?) 1—Pj l—ﬂj (b])

() () e

On the other hand, for M > kg, we have that

M
Z ag = u(Xpe1) — u(Xg, )-
k=ko

Then, we obtain

B B M k /3;‘
u(Xpa1) 2 u(Xg,) + Y. lH ( )lako

u
k=ko+1] j=ko+1 l_ﬁj

-8 S (22 ) () en
2R () (5 () ew

S 2 VIR P
(10 +k=%+1(1_pk)(1_/3k)( o)

We observe that the boundary conditions

lim u(x;) =G and lim v(X;) = C;

j—too jo+oo
implies that

lim b] = Cz - Cl.

j—4oo
Therefore, since we have taken C; > C,, there exists a constant ¢ such that
(_bj) >c>0

for j large enough. Hence, using (3.9), we get a; # 0 for j large enough.

If
S : ﬂ]u = +00
Z[H(lﬁ)] |

we obtain a contradiction from (3.10) taking the limit as M — oo.

https://doi.org/10.4153/50008414X23000913 Published online by Cambridge University Press


https://doi.org/10.4153/S0008414X23000913

Systems involving mean value formulas on trees 29

Now, if

but

or

we obtain again a contradiction from (3.10) using that (=b;) > ¢ > 0 for jlarge enough
and taking the limit as M — oo.
Similarly, we can arrive to a contradiction from

2]~

+00 k-1 k ﬁ}’ ( q; ) 1 e
k=2jZ=;(lI:£1 ﬁv) —q;j ) \1-Fj "

+o00
Z qk =+
k=1

using the second equation in (3.1) (in this case, we follow a path that contains the
maxima among values on successors of the second component of the system, v, and
start with two constants such that C; < C,). ]

or

Remark 3.7 Notice that we proved that the system (1.1) has a unique solution for
every continuous data f and g if and only if it has a unique solution when f and g are
constant functions.

4 Game theoretical interpretation

Recall that in the introduction, we mentioned that the system (1.1) with F and G given

by (1.5),
u(x) = (=) { (1= B (5 max u(x) +3 min u(x)) + Biu()} + puv(x),
v(x) = (1- ge){(1 - /3%)(; yesz(x)vm) +BIv(E) | + quu(x),

(4.1

for x € T,,, has a probabilistic interpretation. In this final section, we present the
details.
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The game is a two-player zero-sum game played in two boards (each board is a copy
of the m-regular tree) with the following rules: the game starts at some node in one
of the two trees (xg,i) with xo € T and i =1, 2 (we add an index to denote in which
board is the position of the game). If xq is in the first board, then with probability
Pk the position jumps to the other board and with probability (1 - pi)(1- %), the
two players play a round of a Tug-of-War game (a fair coin is tossed and the winner
chooses the next position of the game at any point among the successors of x,, we refer
to [4, 13, 18, 19] for more details concerning Tug-of-War games) and with probability
(1- pk)B} the position of the game goes to the predecessor (in the first board); in
the second board with probability g, the position changes to the first board, and
with probability (1-qx)(1-f}), the position goes to one of the successors of xo
with uniform probability while with probability (1 - qx)f} then position goes to the
predecessor. We take a finite level L (large) and we add the rule that the game ends
when the position arrives to a node at level L, x,. We also have two final payoffs f and g.
This means that in the first board, Player I pays to Player II the amount encoded by
f(w(x,)) while in the second board, the final payoff is given by g(y(x.)). Then the
value function for this game is defined as

wi(x,1) = inf sup E*?) (final payoff) = sup 1anE(x ) (final payoff).

SI Sn SII I

Here, the inf and sup are taken among all possible strategies of the players (the choice
that the players make at every node of what will be the next position if they play
(probability (1 - px)(1 - f})) and they win the coin toss (probability 1/2)). The final
payoffis given by f or g according to i, = 1 or i, = 2 (the final position of the game is in
the first or in the second board). The value of the game wy (x, i) encodes the amount
that the players expect to get/pay playing their best with final payoffs f and g at level L.

We have that the pair of functions (ur, vy) given by ur (x) = wr(x,1) and vy (x) =
wi(x,2) is a solution to the system (4.1) in the finite subgraph of the tree composed
by nodes of level less than L.

Notice that the first equation encodes all the possibilities for the next position of
the game in the first board. We have

u(x) = (1 pk){u—ﬁk)(— max. u(y)+ 5 min ) + B |+ pev(x)

yeS(x)

=(1-p)(1 —ﬁi’)(i max u(y) + 5 ;3}1(2) u(y)) + (1= p)Biu(X) + prv(x).

Now, we observe that the value of the game at one node x in the first board is the sum
of the conditional expectations: the probability of playing (1 - pi)(1 - ) times the
value of one round of Tug-of-War (with probability 1/2 the first player chooses the
successor that maximizes u(y) and with probability 1/2 the other player chooses y
such that the minimum of u is achieved); plus, the probability (1 - py)p} times the
value of u at the predecessor; plus, finally, the probability of jumping to the other
board, py times the value of the game if this happens, v(x).
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Similarly, the second equation

V) = (- g0 {-BD(= X v() + B} + geu)

yeS(x)

takes into account all the possibilities for the game in the second board.

Remark that when S} =1 then at a node of level k there is no possibility to go to
a successor (when the players play the only possibility is to go to the predecessor).
Therefore, when B} = ] =1 this game is not well defined (since for L larger than k
the game never ends). Therefore, our assumption that 8 ] are uniformly bounded
away from 1 seems reasonable. Notice that the game is also not well defined when
Pk =4qr =1L

Now, our goal is to take the limit as L — oo in these value functions for this game
and obtain that the limit is the unique solution to our system (4.1) that verifies the
boundary conditions

xX—

lim u(x) = f(z),
(42) z.=v/(n)
lim v(x) = g(2).

x—z=y(m)

Theorem 4.1 Fix two continuous functions f, g :[0,1] — R. The values of the game
(ur,vy), that is, the solutions to (4.1) in the finite subgraph of the tree with nodes of
level less than L and conditions u (x) = f(y(x)), vi.(x) = g(w(x)) at nodes of level L
converge as L — oo to (u,v) the unique solution to (4.1) with (4.2) in the whole tree.

Proof From the estimates that we have proved in the previous section for the unique
solution (u,v) to (4.1) with (4.2) in the whole tree we know that, given # > 0 there
exists L large enough such that we have

u(x) Smlaxf+11, and v(x) < maxg +7

for every x at level L.
On the other hand, since f and g are continuous, it holds that

Jur (x) = max f| = (y(x)) - max f| <,
and
[vi(x) - maxg| =[g(y(x)) - maxg| <7,

for every x at level L with L large enough.
Therefore, (u,v) and (ug,vy) are two solutions to the system (4.1) in the finite
subgraph of the tree with nodes of level less than L that verify

u(x) <up(x)+2n, and v(x) <vp(x)+2n

for every x atlevel L. Now, since (uy (x) + 27, vy (x) + 21) and (u, v) are two solutions
to (4.1) in the subgraph of the tree with nodes of level less than L that are ordered at
its boundary (the set of nodes of level L) and the comparison principle can be used in
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this context, we conclude that
u(x) Sli{ninfuL(x), and v(x) sliFiinva(x).
A similar argument starting with

u(x) > rr}inf +1, and v(x) > n}ing +1

for every x at level L with L large gives

u(x) > limsup uy(x), and v(x) < limsup vy (x)
L—oo L—oo
and completes the proof. ]
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