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Abstract
Against the proliferation of large language model (LLM) based Artificial Intelligence (AI)
products such as ChatGPT and Gemini, and their increasing use in professional com-
munication training, researchers, including applied linguists, have cautioned that these
products (re)produce cultural stereotypes due to their training data. However, there is a
limited understanding of how humans navigate the assumptions and biases present in the
responses of these LLM-powered systems and the role humans play in perpetuating stereo-
types during interactions with LLMs. In this article, we use Sequential-Categorial Analysis,
which combines Conversation Analysis and Membership Categorization Analysis, to ana-
lyze simulated interactions between a human physiotherapist and three LLM-powered
chatbot patients of Chinese, Australian, and Indian cultural backgrounds. Coupled with
analysis of information elicited from LLM chatbots and the human physiotherapist after
each interaction, we demonstrate that users of LLM-powered systems are highly suscep-
tible to becoming interactionally entrenched in culturally essentialized narratives. We use
the concepts of interactional instinct and interactional entrenchment to argue that whilst
human–AI interaction may be instinctively prosocial, LLM users need to develop Critical
Interactional Competence for human–AI interaction through appropriate and targeted
training and intervention, especially when LLM-powered tools are used in professional
communication training programs.

Keywords: critical interactional competence; large language models; Artificial Intelligence; human-AI
interaction; cultural stereotypes; intercultural communication; professional communication; clinical
communication

Introduction
Researchers from a variety of disciplinary backgrounds have shown that human beings
are prewired to interact with each other and with the environment. This has been
called interactional instinct (Lee et al., 2009; Joaquin & Schumann, 2013), which
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prompts people to be prosocial and cooperative. In interactional terms, it manifests
in tendencies to complete each other’s utterances, help each other fill lexical gaps,
and show alignment and affiliation in utterance form and content (Levinson, 2006).
These tendencies enable adults to desire to impart knowledge to less knowledgeable
children. In the process of knowledge transfer, parents also socialize children into
effective social interactants (Keel, 2016). This lays the foundation for the development
of Interactional Competence, which is the ability to co-construct interaction, attend
to the rich sociocultural, sociopragmatic cues surrounding interaction, and achieve
context-specific interactional outcomes (Dai & Davey, 2024; Pekarek Doehler, 2019;
Young, 2019). At the same time, scholars who are concerned with language learn-
ing and memory often talk about a cognitive process of interactional entrenchment
– the continuous process of repeated exposure leading to routinization and schema-
tization (Schmid, 2020). When it comes to everyday social interaction, it has been
argued that the mechanisms whereby humans interact with each other not only pro-
duce certain patterns of behavior (e.g., conversation routines) but continuously shape
and reshape our linguistic and cultural knowledge and transform that knowledge into
usage (Tomasello, 2006). In other words, frequent exposure to and repetition of specific
ways of speaking, behaving, or interacting with others leads to those patterns becom-
ing automatic or deeply ingrained within individuals or groups. When interactional
patterns become entrenched in humans’ interactional repertoire, they become conven-
tionalized for future interactions, making people less likely to deviate from established
routines or expectations.

Foregrounding the process of interaction, interactional instinct and interactional
entrenchment offer an account of how one’s attitude, judgement, choice, decision-
making, assumptions about culture, and worldview – all of which are constituents of
human sociality – develop in and through interaction. With AI increasingly permeat-
ing into our everyday interaction (Kennedy et al., 2023), it is crucial to understand
how human–AI interaction shapes and reshapes human sociality. In this study we
focus on one manifestation of human sociality – the perception and reproduction of
assumptions about culture, otherwise known as cultural stereotypes – in human–AI
interaction in the context of professional communication training.The aimof the study
is twofold: (1) to observe how human–AI interaction shapes human understanding
of culture and cultural stereotypes, and (2) to understand what type of Interactional
Competence users need in order to better navigate human–AI interaction. We are par-
ticularly interested in knowing if humans’ prosocial and pro-cooperation interactional
instinct and the process of interactional entrenchment reinforce and reproduce cultural
stereotypes in human–AI interaction. If the answer is affirmative, there is an urgent
need to understand how such reinforcement and reproduction take place because
human–AI interaction can impact large language model (LLM) users’ long-term
views towards certain cultures.

The article is structured as follows. We first discuss the interactional instinct
hypothesis about humans’ pro-sociality, followed by a discussion of the interactional
entrenchment process and how this process can be applied to explain the development
of cultural stereotypes. We then zone in on cultural stereotypes in human–AI inter-
action, postulating that such stereotypes can reshape human understanding of culture
through interaction. To support our argument,we analyze human–AI interactionusing
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the methodology of Sequential-Categorial Analysis, which combines Conversation
Analysis and Membership Categorization Analysis (Robinson et al., 2024; Whitehead
et al., 2025). We conclude with a call for developing a new type of Interactional
Competence, termedCritical Interactional Competence (CritIC) in navigating the fast-
expanding interactional landscape of LLM-mediated communication. The novelty of
the study lies in that despite awareness and acknowledgement of cultural stereotypes
in human–AI interaction (Tiku et al., 2023; UNESCO, 2024), so far little research has
examined how stereotypes develop interactionally when humans interact with LLM-
powered chatbots. We argue it is crucial to understand the turn-by-turn interactional
process of human–AI interaction in order to clearly define the ability humans need to
develop to thrive in real-time human–AI interaction.

Interactional instinct and the interactional bias towards cooperation
Interaction, as Schegloff (1987) incisively put it, is the “primordial site of human social-
ity” (p. 101). However, what makes humans social beings – humans’ desire and ability
to bond and affiliate with one another – has puzzled and fascinated researchers in
sociology, anthropology, neuroscience, and many other related disciplines. Language
philosophers and pragmaticians such as Grice (1975) introduced the cooperative prin-
ciple to describe how conversation participants work together in terms of quantity,
quality and relevance of information as well as manner of conversation. Cognitive
scientists have postulated the existence of an innate human interaction engine that
prompts humans to interact collaboratively even when they do not share the same
linguistic repertoire (Levinson, 2006). Developmental psychologists have used the
concept of natural pedagogy to account for humans’ inherent tendency to pass on
knowledge in interaction from the more knowledgeable (epistemically plus) to the
less knowledgeable (epistemically minus) (Csibra & Gergely, 2011). Child psycholo-
gists have noted that children have an intuitive desire to cooperate and “fill in the
blank”when they interact.The proclivity towards interactional cooperation is so strong
that even when children interact with machines, as long as they feel the machine
can respond, children will help machines maintain smooth interaction (Turkle, 2011).
Although originating in different research disciplines, existing findings converge in
suggesting that humans have a natural tendency to cooperate in interaction.

Linguists, working in the intersection of language and cognition, have proposed
the concept of interactional instinct to account for this interactionally cooperative ten-
dency in humans. They consider humans to be endowed with an instinct that makes
human interaction an “emotionally driven process relying upon an innately specified”
ability to connect and interact with their conspecifics (Joaquin & Schumann, 2013,
p. xi). From the outset of a human’s life, this instinct drives an infant to bond and affil-
iate with their caregivers, during which process, language, the structure of interaction
and cultural knowledge are interactively passed on from the expert/caregiver to the
novice/infant. Infants’ innate desire and ability to “identify with and become like con-
specifics” (Schumann, 2013, p. 2) sustains their acquisition of interactional routines
and socialization into local cultures and communities.

Although humans’ interactional instinct starts in childhood, it does not stop there
or applies only to primary language acquisition. Growing research has shown that
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adult language speakers master additional languages more effectively when there are
environmental affordances that allow them to bond and affiliate with their interactants
(Amador & Adams, 2013). Such findings suggest that interactional instinct is ontoge-
netic in nature and is likely to sustain through one’s lifespan. Furthermore, research
in Conversation Analysis has garnered evidence that interactional instinct is most
likely also phylogenetic. Large-scale crosslinguistic and cross-cultural studies have
demonstrated that turn-taking, a mechanism to ensure smooth, cooperative human
interaction, is largely universal (Stivers et al., 2009). Human interaction displays a
strong preference for affiliation and, in fact, this preference is so powerful that it biases
interactional structure. When one affiliates with their interactant, they can proffer
their assessment in a smooth and ready manner with minimal delays (see analysis
in Pomerantz [1984] on saying yes to an invitation and disagreeing with someone’s
self-deprecating statement). When one disaffiliates, they hedge, they delay, and they
feel compelled to provide explanations. This shows that humans’ interactional instinct
exerts a strong biosocial constraint on human interaction to the extent that interac-
tion itself is structurally shaped and regulated by patterns that favor affiliation and
cooperation.

The interactional entrenchment of cultural stereotypes
If interactional instinct offers an explanation of the origin of language, the concept of
interactional entrenchment accounts for the development of language. Originally pro-
posed by Schmid (2020), interactional entrenchment is part of the Entrenchment and
Conventionalization model which takes a usage-based approach to explain how lin-
guistic structures emerge and change. When humans interact, they mobilize specific
semiotic resources (e.g., lexical items, grammatical structures, or hand gestures) and
when repeated usage of the same semiotic resource occurs, such resource becomes
entrenched, routinized, and sedimented into one’s interactional repertoire. This is
the process of entrenchment, which describes how language develops ontogeneti-
cally across one’s lifespan. Through interacting with conspecifics, humans’ semiotic
resources spread across interactants and become shared and normalized interactional
resources within a speech community. This is the process of conventionalization,
which explains how languages become codified in specific speech communities. To
what extent could the notions of entrenchment (and conventionalization) as well as
interactional instinct be extended to examine how assumptions about cultures (often
referred to as cultural stereotypes) emerge and are ratified in humans’ interaction with
LLM-powered systems?

The idea of stereotypes as definitive, distinctive, and consistent features was popular-
ized by journalist Walter Lippmann in his 1922 book Public Opinion. He repurposed
the term, originally used in printing to describe a metal plate, to argue that people
use culturally constructed categories to simplify the complexity of the social world.
Psychologist Gordon Allport (1954, p. 191) defined stereotypes as “exaggerated beliefs
associated with a category” and argued that, while they enhance cognitive efficiency,
stereotypes are often used to justify prejudice with the latter typically conceived as
negative attitude towards the target group based on faulty generalizations (Dovidio
et al., 2010). This led to research focusing on the discriminatory nature of cultural
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stereotypes, to the extent that nearly all major intercultural communication textbooks
now include sections onwhat cultural stereotypes are and how to reduce them, as noted
by Hinton (2023). While early studies viewed stereotypes as cognitive limitations of
individuals and therefore something to avoid, more recent studies take a developmen-
tal and socio-constructive approach to cultural stereotypes, suggesting that cultural
stereotypes are everyday understandings and representations of social groups, shaped
by broader ideological constructs (e.g., race and ethnicity) present in society (Hinton,
2020). In this paper, we follow this approach and explore how assumptions about
culture – which is the definition we use for cultural stereotype – are navigated in
human–AI interactions.

Despite the abovementioned cognitive and sociocultural accounts of stereotypes,
fewer studies have thus far explored how interactants manage cultural stereotypes in
their various forms in interaction. Kashima et al. (2013) provide an exception. Their
study finds that when relaying stories in experimental conditions, people tend to pass
on information consistent with stereotypes more often than those inconsistent with
stereotypes. This leads to the reinforcement and perpetuation of cultural stereotypes
in conversational retelling, as stereotype-consistent information survives transmission
better than that inconsistent with shared stereotypes. In other words, stereotypes can
become entrenched and reproduced through social interaction. We will borrow the
notions of entrenchment and conventionalization to examine how interactions with
LLM-powered systems shape our understanding of culture. While interactions with
LLM-powered systems are conversational, they do not constitute social interactions
in the traditional, interpersonal sense between human interlocutors. Nevertheless,
human–AI interaction is still a form of interaction that engages human participants
in ways that resemble social behaviors. We will further explain the prosocial nature of
human–AI interaction in the next section.

Prosocial design and cultural stereotypes in LLM
Having examined humans’ pro-cooperation interactional instinct and how cultural
stereotypes can become interactionally entrenched and reproduced, we argue that
the prosocial tendency of current LLMs (i.e., the naturalness and coherence of their
textual responses generated to address users’ requests) can, in tandem with inter-
actional instinct and entrenchment, facilitate the development and propagation of
cultural stereotypes. This is because LLMs have been designed to assist and collabo-
rate with human users by generating natural and coherent outputs (e.g., conversational
responses from tools like ChatGPT) that often promote cooperation and positive
engagement. LLM-powered chatbot systems, when engaging in prosocial behaviors
such as mirroring human conversational norms or reinforcing prevalent societal nar-
ratives, may unwittingly amplify existing cultural assumptions and biases embedded
within the data they were trained on.

As indicated above, LLM-powered systems, such as ChatGPT and Gemini, are
conversational user interfaces purposefully developed with prosocial and affiliative
tendencies (McTear et al., 2016). These tools are designed to exhibit behaviors that
promote positive, cooperative interactions, congruent with human values of polite-
ness, empathy, and inclusivity. One of the reasons behind this design philosophy is
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rooted in the objective of making LLMs safe and trustworthy for users across user
groups from different cultures and contexts. The developers of LLM-powered systems
aim to mitigate potential harms, such as offensive language or harmful suggestions,
which could arise from unsupervised interactions. By prioritizing prosocial behavior,
LLM-powered systems become more approachable, allowing users to engage with it in
a comfortable and respectful manner. This pro-affiliation approach also aims to ensure
that LLMs are seen as a neutral, supportive tool that fosters constructive dialogue and
reduces conflict in sensitive discussions, whether related to personal advice or societal
issues. Indeed, we are seeing empirical evidence that LLM-powered chatbots can out-
perform humans in empathy display in bothmundane communication (Welivita & Pu,
2024) and professional communication (Ayers et al., 2023).

While LLM-based chatbots display prosocial tendencies, its interaction with
humans oftentimes is rife with assumptions about culture, although such assumptions
are communicated in an agreeable, affiliativemanner. For instance, when asked to gen-
erate depictions of certain professions, LLMs tend to produce content in a friendly,
empathetic manner that disproportionately associates certain professions with spe-
cific gender roles, or references to geographical regions (Guo et al., 2024). Because
LLMs learn from data reflective of societal behaviors, trends, and discourses, they
can unintentionally reproduce the biases and stereotypes that exist in their train-
ing data (Yan et al., 2024). This includes biases related to race, gender, culture, and
socio-economic status, which are often deeply ingrained in media, social platforms,
and other textual sources that LLM-powered systems consume. In the previous exam-
ple of generated depictions of professions, these portrayals may reflect oversimplified
or biased representations. This occurs because LLMs rely on common patterns in
its training data, where certain groups might be underrepresented, overrepresented,
or depicted in stereotypical ways. Although LLM-powered platforms are designed
to be neutral, supportive tools that foster constructive dialogue and collaboration,
their heavy reliance on such training data means that their outputs cannot entirely
avoid biases or stereotypes. While LLM developers take steps to filter and curate
training data, erasing all forms of cultural assumptions or biases is nearly impossi-
ble due to the vast and nuanced nature of the human experience represented in the
data and historical inequality which has shaped the representation of marginalized
groups.

Moreover, cultural stereotypes may not always be immediately obvious in training
data, leading LLMs to pick up on more implicit forms of biases that even develop-
ers may overlook. To address this issue, researchers have explored various approaches
to mitigate bias in LLM-generated outputs, including carefully designing prompts to
guide LLMs towards reducing bias in its responses (Deldjoo, 2023). Here we caution
against the position that we should only be concerned about assumptions and biases in
human–AI interaction as there is reification and reproduction of cultural stereotypes
in human–human interaction. However, we believe human–AI interaction, as a fast-
emerging site of human sociality, warrants particular attention due to the prosocial
design of LLM-powered technology, which can make stereotypes become more eas-
ily entrenched. There is therefore an urgent need to understand how assumptions and
biases emerge in human–AI interaction and what interactional abilities humans need
in order to better navigate them.
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This study and data collection
This study situates the investigation of cultural stereotypes in human–AI profes-
sional communication in intercultural contexts (PCIC). A growing research topic in
applied linguistics, intercultural communication, and professional communication,
PCIC focuses on the intersection of communication, interculturality, and profession-
alism in multicultural workplaces (Dai, 2024; Dai et al., 2025). Our focal site in the
paper is physiotherapists’ patient interviewswhere they need to elicit information from
patients about their medical condition and social history. Since communication in the
clinical context is often multicultural where clinicians need to frequently communi-
cate with patients from diverse linguistic and cultural backgrounds, it is imperative for
clinicians to develop strong Interactional Competence to effectively manage moment-
by-moment interaction in such contexts. Having recognized these training needs and
acknowledging the resource-intensive nature of developing Interactional Competence
in PCIC, many medicine and health science faculties in different countries have
turned to LLMs to develop training scenarios where health professionals can prac-
tice clinical interaction with LLM-powered chatbot patients (ATLAS, 2024; Stamer
et al., 2023).

The analysis in the paper comes from a larger project that investigates the develop-
ment of Interactional Competence in PCIC.Our focal participant is Lisa (pseudonym),
a practicing physiotherapist in an Australian teaching hospital who migrated to
Australia from China 3 years ago at the time of data collection. Although Lisa has
strong proficiency in English, she confesses that she often finds it challenging to com-
municate effectively with patients from diverse cultural backgrounds, especially when
the patients speak English as an additional language. She therefore is using ChatGPT
to practice PCIC in simulated clinical scenarios. In terms of knowledge of ChatGPT,
Lisa admits that she is a layperson user without expertise in complex prompting. In
consultation with the researchers, in this study Lisa decided to practice neck pain
assessment with ChatGPT patients, asking ChatGPT to roleplay the same 45-year-
old female patient from three different cultural backgrounds: Chinese, Australian, and
Indian. Adopting the principles of participatory research (Cornwall & Jewkes, 1995),
Lisa and the researchers co-developed the study and co-decided on the three cultural
profiles. Lisa and the researchers were interested in examining howLisa interactedwith
ChatGPT chatbot patients when the patients were from a cultural background that Lisa
identifies with (Chinese), from a background perceived by Lisa as the mainstream one
(Australian), and from a background that Lisa has reported unfamiliar with and would
like to have more practice with (Indian). The ChatGPT model used in this study is
GPT-4o.

We note that Lisa generated her patient profiles using zero-shot prompting, which is
to present ChatGPT with a patient description without iterative training of the model
or well-defined examples that ChatGPT can refer to when generating responses. This
methodological choice is purposeful: due to the ready access of LLM-powered sys-
tems, many of these tools (e.g., ChatGPT) are used for specific purposes they were
not designed for (e.g., PCIC training) by users who do not possess sophisticated
prompting techniques (e.g., Lisa and see Ayers et al. [2023] for another example).
While we acknowledge the need to develop users’ prompting skills to work with
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LLM-powered systems, it is equally important to investigate how everyday layperson
users of LLM-powered systems navigate cultural stereotypes in interaction.

During data collection, Lisa conducted simulation practice with each of the three
patients, in the order of Chinese, Australian and Indian. Each interaction was done
solely in the “voice-chat” mode, which means Lisa could not see the transcript of the
ongoing interaction on the ChatGPT User Interface during the role-plays. This helped
to focus Lisa’s attention on the real-time verbal interaction with ChatGPT. After each
interaction, Lisa and the researchers elicited information from ChatGPT for ques-
tions that spontaneously arose from the interaction (e.g., Lisa wanted to know how
ChatGPT represented Chinese culture in the Chinese patient scenario). This is similar
to a traditional interview between humans but here we purposefully term it informa-
tion elicitation to avoid anthropomorphizing ChatGPT. Each information elicitation
session happened in the same chat with ChatGPT. For example, after Lisa interacted
with the ChatGPTChinese patient, Lisa and the researchers elicited information about
the preceding physio-LLM patient interaction from ChatGPT in the same chat with
ChatGPT. Lisa and the researchers also ensured that ChatGPTwas providing informa-
tion based on its interaction in the same chat by prompting it with questions starting
with “earlier in the chat you said this or did this.” Here by asking ChatGPT to offer
an explanation of its immediate preceding behavior in the same chat, we aimed to
ensure that GPT-4o had access to all the conversational data it had with Lisa from pre-
vious interactions, thereby facilitating ChatGPT to provide explanations of its response
retrospectively and help us acquire an accurate understanding of ChatGPT’s reason-
ing (see Shinn et al., 2023; Fadel & Black, 2025 on LLM’s reasoning capacity). To
sum up, the overall research design aimed to first collect interactional data to ana-
lyze how humans interact with LLM-powered patients (research aim one), and then
complement such interactional data with information from ChatGPT accounting for
its interactional conduct and insight from Lisa, which helps to define the specific type
of Interactional Competence needed for effective human–AI interaction (research aim
two).

In terms of analyzing the interactional data, we transcribed human–AI interaction
using Jefferson conventions to facilitate a fine-grained investigation of Lisa’s and the
LLM-powered chatbot’s turn-by-turn interactional conduct. We adopted an enchronic
frame (Enfield, 2022) in our inspection of interaction as we wanted to understand
how knowledge of cultural stereotypes develops in an online, dialogic, in vivo man-
ner.We utilized themethodological apparatus of Sequential-Categorial Analysis which
combines Conversation Analysis and Membership Categorization Analysis (Robinson
et al., 2024;Whitehead et al., 2025).The employment of Sequential-Categorial Analysis
allowed us to precisely identify the interactional details that contributed to the evoca-
tion, expansion, and routinization of cultural stereotypes at both temporal/sequential
and sociocultural/categorial dimensions (Dai & Davey, 2024).

Analysis and discussion
In this section we present analysis of the interaction between Lisa and the three LLM-
powered chatbot patients, with a focus on implicit, insidious cultural stereotypes,
defined as assumptions about culture in this paper. The focus of the paper is not to
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provide technical black-or-white definitions of what counts as a stereotype or not for a
particular culture. Instead, we are interested in how humans, in the case of Lisa, engage
with the cultural assumptions in LLMs’ responses. In particular, we focus on instances
where Lisa claimed a particular interactional conduct from ChatGPT to be a cultural
stereotype in her post-interaction interview with the researchers. We then went back
to the actual interaction to observe how Lisa engaged with what she considered to be
stereotypes in interaction. In the interview, Lisa noted a few more explicit, cliché cul-
tural assumptions in LLMs’ responses (e.g., Chinese families alwaysmaking dumplings
and Indian families always going to temples on the weekend), but here we zoom in on
some of the more implicit ones, which are often difficult to notice without fine-grained
analysis at the discourse level. In terms of the presentation of our analysis, we start with
Sequential-Categorial Analysis of the interactional data, explicating the actual inter-
actional conduct, which is complemented with post-interaction information elicited
from ChatGPT and Lisa.

The multi-generational Chinese family that takes care of its members
First, let us examine the interaction with the LLM-powered Chinese patient. Here, we
focus on a subtle assumption made by ChatGPT, which Lisa in the post-interaction
interview perceived to be a cultural stereotype: Chinese family members enjoy multi-
generational living where members take care of one another. Here we see our human
physiotherapist Lisa drawing on her cultural-insider positioning and displaying her
Interactional Competence in disengaging from what she considered to be a stereotype
in interaction. L stands for Lisa and C for LLM-powered Chinese patient.

Excerpt 1 starts with Lisa’s patient interview in line 89 on what support the patient
haswhen seeking physio treatment.TheChinese patient responds in line 93 by expand-
ing a nuclear family Membership Categorization Device (MCD, Stokoe, 2012) that
includes husband and wife/patient to an extended family MCD that also covers the
patient’s parents. In response to themulti-generational living statement by ChatGPT in
line 93, Lisa first issued a structural aligning token (Stivers et al., 2011) “Mmm-hm” in
line 95, which progresses the patient’s storytelling. The patient then pairs an activity –
helping the patient when she goes to treatment – with the category parent in line 96.
From the side of LLMs, it now completes the depiction of a cultural assumption/stereo-
type of a Chinese family where parents live with their adult children, and in this case
a 45-year-old female patient. Chinese family members also take care of one another
when members are in need of help, and in this case, elderly parents looking after
their adult daughter. After the interaction, the researchers and Lisa asked ChatGPT
in the same chat why it mentioned that the Chinese patient lived with their parents.
ChatGPT responded that in order to represent Chinese values in the patient, it “men-
tioned family living arrangements as multi-generational living is common in Chinese
culture.” ChatGPT further contended that “living with extended family and mention-
ing how they help one another” reflects what it considers to be family values in Chinese
culture.

What we find worth noting here is Lisa’s response to this cultural assumption. After
a pause in line 97, Lisa issues an alignment token “Okay,” an in-breath, and a recy-
cled statement of line 93, reiterating the familial arrangement that the patient’s parents
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Excerpt 1. Lisa and LLM-powered Chinese patient interaction.
Note: In the transcripts there are some gaps that appear to belong to ChatGPT (e.g., line 97 in this excerpt). With the
current LLM technology, we caution against interpreting such gaps as purposefully delivered by ChatGPT.

live with her. However, curiously, Lisa neither acknowledges the elderly parent (cate-
gory)/looking after children (activity) pairing nor does she repair, elaborate, or probe
into it. Instead, after a second aligning “okay” following the recycled statement in line
98, she swiftly moves to the next question in her interview about the patient’s living
space. Lisa’s handling of the patient’s mention of familial help is peculiar from a clinical
perspective: physiotherapists would normatively topicalize and expand the discussion
of any form of familial support provided to the patient because hospital resources are
limited so assistance from family is always most welcome.

In the post-interaction interview, Lisa explicated her non-engagement with the
supposedly crucial help-from-parents piece of information. She confessed that she
perceived it as a stereotype and deliberately chose to not pursue further information
related to it because she was “not sure their parents can take care of her [the patient]”
due to the complex caring responsibilities the patient’s condition required. When the
LLM-powered patient reproduced this cultural stereotype, it focused on specific essen-
tialist information (Dai, 2024) such as extended families and family members helping
one another. What the LLM failed to do is to situate such information in local con-
texts and ensure that the given information cohered with contextual cues (e.g., prior
to Excerpt 1 the patient and Lisa already discussed the severity of the patient’s con-
dition). What we want to highlight is that Lisa displayed agency and criticality in
her interactional conduct by disengaging from information produced by the LLM-
powered patient that she considered to be a cultural stereotype. It is the reflexive stance,
the ability to critically choose to engage or not to engage on the human side in their
interaction with LLM-powered systems that we wish to endorse. This type of interac-
tional ability extends beyond existing conceptualizations of Interactional Competence,
which focuses on displaying the ability to engage with one’s interlocutor. This for Lisa
would be to elicit more profession-relevant information from her patient (see Dai
[2024] for discussion on displaying professionalism as a constituent of Interactional
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Competence in clinical communication). Lisa, instead, demonstrated the ability to crit-
ically interact (CritIC) with an LLM-powered chatbot by purposefully choosing not to
pursue an expected course of action based on her own judgment of stereotypes.

The mutually supportive Australian family that knows how to unwind and
enjoy life
Although Lisa demonstrated CritIC in the Chinese scenario, in the Australian and
Indian cases, she however became interactionally entrenched into ChatGPT’s cul-
tural assumptions, despite her critical awareness of such assumptions post-interaction.
Furthermore, at an interactional level, we can see evidence of ChatGPT’s cultural
assumptions becoming sedimented into Lisa’s interactional repertoire, which then lent
itself to productive use by Lisa to get her physio work done. In Excerpts 2 and 3, L
stands for Lisa and A for the LLM-powered Australian patient.

At the start of Excerpt 2, we see Lisa, similar to Excerpt 1 with the Chinese patient,
opening her line of inquiry into the help that theAustralian patient can get from family.
In lines 100-101, the Australian patient, just like the Chinese one, establishes a fam-
ily MCD consisting of herself, her partner, and her children. However, different from
how the LLM operated in the Chinese scenario, in the Australian case, the LLM aptly
attributes a personal quality descriptor – supportive – to the Australian patient’s fam-
ily members. The Australian patient further substantiates her claim of her family being
supportive by pairing an activity – getting help at home – with categories in the family
MCD.

When Lisa and the researchers later elicited information from ChatGPT about its
interactional conduct, it stated that it “highlighted the importance of family support
which is a strong cultural value in Australia.” Although it is undeniable that some
Australian families display strong familial mutual support, this cultural assumption
speaks to the hidden hegemony of typicality in ChatGPT’s response. It is not prob-
lematic per se that ChatGPT depicts Australian families as mutually supportive. The
issue here is that ChatGPT juxtaposes a supportive Australian partner with unsup-
portive husbands from other cultural backgrounds. This is why in the post-interaction
interview Lisa called out the perfect-Australian-partner narrative because she had seen
plenty of cases in her everyday practice where the Australianmale partners were not so
helpful when their female partners were in pain. Meanwhile, Lisa argued that Chinese
female patients were not always left to their elderly parents for support because their
partners could be just as helpful as the Australian ones as depicted by ChatGPT. This
is also why Lisa displayed resistance to further elaboration in the previous Chinese
interaction. Additionally, the Australian scenario stands in sharp contrast to the fol-
lowing Indian scenario, where the default Indian family is portrayed by the LLM as
one predominantly looked after by a sick Indian wife. Therefore, we emphasize that it
is not elderly Chinese parents looking after their children, Australian partners being
supportive, or sick Indian wives caring for their families per se that are problematic. It
is how LLMs treat these as default assumptions when depicting the Western and Other
cultures that we wish to call attention to.

Although Lisa critically evaluated these complex cultural stereotypes and called out
the difference in the cultural narratives about the West and the Other in ChatGPT’s
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Excerpt 2. Lisa and LLM-powered Australian patient interaction I.

responses in her post-interaction interview, what we see at the interactional level is
that Lisa elaborated this assumption of Australian families and entrenched specifics
of the stereotype into her interactional repertoire, making Lisa complicit in the co-
production and co-ratification of cultural stereotypes. Compared to only issuing
alignment tokens in the Chinese scenario, here Lisa not only displays alignment such
as “Mmm” in line 102 and “okays,” “yeah” in lines 105 and 110, she also affiliates with
the patient in lines 105-106 and lines 110−111 by developing the category of a sup-
portive partner through an elaboration of what they could do: taking care of the kids,
cooking, shopping, cleaning, and so on. Alignment responses, which we also see in the
Chinese scenario, display Lisa’s support for the LLM-powered patients’ storytelling.
Alignment is structural support: it facilitates interaction without indicating affective
stance-sharing. Affiliative responses, however, are a prosocial endorsement of LLM-
powered patients’ affective stance since they “display empathy and/or cooperate with
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Excerpt 3. Lisa and LLM-powered Australian patient interaction II.

the preference of the prior action” (Stivers et al., 2011, p. 21). Compared to the LLM-
powered Chinese patient, the Australian one and the Indian one in the next example
interestingly elicited not only aligning but also affiliative moves from Lisa. We can
attribute Lisa’s conduct to her interactional instinct, but it is also worth noting that
the prosocial programming of LLM platforms helps to maintain an affiliative interac-
tional context. Throughout the interaction, LLMs cultivated a friendly, positive, and
gregarious persona through the use of both prosodic devices (e.g., rising intonation in
“No worries” in line 100) and lexical devices (e.g., “lucky” in line 107, intensifier “a lot”
in line 113). LLMs’ affiliative stance, arguably, promoted an interactional context where
it was easier for the human interactant Lisa to agree and affiliate with LLMs, which led
to the co-elaboration and co-solidification of such stereotypes.

In the next excerpt with the Australian patient, Excerpt 3, which takes place around
one minute after Excerpt 2, we see further evidence of how, despite humans’ declared
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critical stance towards stereotypes outside interaction, ChatGPT’s assumptions about
culture can become entrenched in humans’ local reasoning and sense-making in
interaction. More importantly, the cultural stereotypes in Excerpt 3 point to broader
socio-structural issues related to value, lifestyle, and class.

In line 147 in Excerpt 3, when asked about weekend activities, the Australian patient
first re-enacts the family MCD and then pairs the family categories with activities such
as gardening and book reading, which index a particular social class and way of living.
She then in lines 149−150 further expands the family MCD into a community MCD
that includes not just family but also friends, with the community MCD paired with
the barbecuing activity. Here ChatGPT makes an assumption and generalization about
the Australian lifestyle as one where families have the habit of inviting friends over to
barbecues on the weekend. ChatGPT also privileges a particular socioeconomic profile
since only a particular type of families in Australia have the luxury to own backyard
gardens and just relax and entertain family and friends on the weekend.

Although Lisa considered such a depiction of Australian family and lifestyle as
stereotypical in the post-interaction interview as she did for the Chinese one, when
we analyze her actual interactional conduct, we see a different picture. Temporally,
at various points, she produces alignment devices that are syntactically well-timed to
progress interaction (see lines 148, 151, 156, and 163 for examples). At an affective
level, compared to her critical non-affiliative stance in the case of the Chinese patient,
she displays ostensive affiliation in line 153 after the LLM-powered patient’s descrip-
tion of the typical Australian lifestyle. Lisa starts with friendly laughter in line 153,
followed by an elongated, emphasized production of the lexical item “sweet,” which
is also upgraded with “really.” Then more rapport-building laughter ensues from Lisa,
which ties in nicely with the LLM-powered Australian patient’s further specification
in line 155 of the biosocial, biocultural motivations and beliefs behind her lifestyle
choices: the Australian lifestyle, and more broadly, the middle-class, Western lifestyle,
puts a premium on being able to “unwind,” “catch up with mates” and “keep the stress
levels down.” In response to LLMs’ value-laden, hegemonizing portrayal of Australian
culture, interestingly and more so worryingly, Lisa readily underwrites this essential-
ized narrative and weaves it into her professional physio talk about pain relief in lines
159−160. After the LLM-powered Australian patient continues to maintain a cooper-
ative stance to interaction (e.g., staying on topic and responding to Lisa’s question in
lines 162−163 and recycling Lisa’s lexical choice of “relax” in line 162), Lisa produces
a strong affiliative response with a prolonged “understand” in line 167, which further
legitimizes the storytelling of a middle-class Australian’s concern about pain and relax-
ation. In sum, in Excerpt 3 we see that, when situated in an affiliative and cooperative
interactional context, how easy and ready both Lisa and the LLM-powered patient are
in entrenching and codifying symbolic specifics of cultural assumptions and general-
izations, with Lisa being putativelymotivated by her interactional instinct and the LLM
being driven by its prosocial programming.

Later when interviewed by the researchers, Lisa acknowledged that she understands
that not every Australian family prefers to have barbeques with friends in their back-
yards on the weekend. “I think (Australians) also prefer go outside and out,” said Lisa.
She also proclaimed that she wished that ChatGPT had presented “more colourful
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hobbies” instead of just barbeques, as one of her real-life Australian patients loves driv-
ing, despite being 92 years of age. Lisa lamented that many Australians “will do many
different things except just gardening.” We find this incongruency in Lisa notewor-
thy: on the one hand, she displayed awareness of and resistance towards essentialist
characterization of Australian culture based on her experiences living and working
in Australia, similar to her post-interview confession in the Chinese scenario. On the
other hand, fine-grained Sequential-Categorial Analysis of her interaction with the
LLM-powered patient revealed her affiliative endorsement and active reproduction of
essentialised cultural values and beliefs as promoted by LLMs, which is different from
her interactional conduct in the Chinese scenario. Apart from interactional instinct
and LLMs’ prosocial design, here we postulate that the difference in Lisa’s conduct
between the Chinese and the Australian scenarios could also be partially explained
by Lisa’s self-positioning as a migrant/cultural outsider in Australia. Throughout our
post-interaction interview with Lisa, she accentuated at various points her migrant
status and the fact that she did not grow up in Australia. Driven by humans’ natu-
ral pedagogical stance (Csibra & Gergely, 2011), Lisa’s self-positioning could emplace
her as an epistemically minus novice in the discourse of Australian lifestyle and value
vis-à-vis a supposedly epistemically plus LLM-powered chatbot, who presents itself as
an Australian and who has more authority on what Australian life and what being an
Australian is/should be like. Zhu (2015) argues that real-life human–human interac-
tion can serve as a corrective to cultural biases because humans’ assumptions about
culture can get recalibrated based on the diverse range of interactants from the same
cultural group. This is corroborated by Lisa’s experience because her genuine inter-
action with people living in Australia has informed her that not every Australian or
Australian family conforms to the dominant narrative (e.g., in Lisa’s words Australians
have more colorful hobbies than just barbecuing). In the age of human–AI interac-
tion, however, humans need not only the awareness of essentialist depictions of cultural
practice by LLMsbut alsoCritIC that empowers them topush back the co-development
of such narratives in interaction. This can be particularly challenging due to humans’
prosocial interactional instinct and LLMs’ pro-affiliation design.

The devoted Indian wife who breaks her back for her family
While at an interactional level we have observed Lisa becoming interactionally
entrenched in essentialist narratives about Australian culture in spite of her critical
stance outside interaction, in the final Indian scenario we see Lisa taking on a more
active role in developing and sustaining LLM-generated cultural stereotypes in inter-
action. In the following excerpts, L stands for Lisa and I for the LLM-powered Indian
patient.

Excerpt 4 takes place at the start of the interview. From lines 9 to 17, we observe
Lisa and the LLM-powered Indian patient engaging in routine physiotherapy interview
questions about the pain, which establishes Lisa as the physio and the LLM-powered
interactant as the patient. What is striking about lines 17−18 is that, after describing
the location of the pain, the LLM-powered interactant moves to describe how the pain
affects herwork. Bymentioning doing daily work, an activity predicated on the category
worker, the LLM-powered Indian interactant transpositions (Li & Lee, 2024) herself
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Excerpt 4. Lisa and LLM-powered Indian patient interaction I.

fromapatient to aworking professional.This information disrupts the pain storytelling
sequence laid out by Lisa the physio up until line 17 and invites an insertion sequence
(Schegloff, 2007) from Lisa between lines 21 and 36.

In response to the physio’s query on the Indian interactant’s job in the insertion
sequence in line 23, the LLM-powered interactant responds with a categorical term
(Stokoe, 2012) housewife in line 26. During the post-interaction interview with the
researchers, Lisa stated that she was not sure whether portraying Indian women as
solely housewives was a stereotype or not. When further quizzed on this point by the
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researchers, Lisa confessed: “I don’t know actually” because the only Indian patient she
had interacted with in real life was a man.

Lisa’s experience, or lack thereof, with Indian people places her in an epistemic-
minus position, making her more vulnerable to the pedagogical stance (Csibra &
Gergely, 2011) where she self-identifies on the less informed end in receipt of knowl-
edge from a more informed one such as the LLM-powered chatbot patient. After the
LLM enacts the housewife category for the Indian patient, it goes on to specify the
activities tied to this category in lines 26−27: cooking, cleaning, taking care of family,
and lifting heavy things. To this category-activity pairing (Stokoe, 2012), Lisa displays
little critical engagement, such as questioning why an Indian housewife is expected to
lift heavy things at home. Instead, Lisa adopts a similar affiliating stance as she did
for the Australian patient: she proactively weaves the information produced by the
LLM-powered patient into her physio talk by not only endorsing the portrayal of an
Indian patient as a full-time housewife but also legitimizes this cultural assumption by
connecting the housewife’s work with bad neck pain (lines 30−31). Here Lisa’s active
involvement in the elaboration of a cultural stereotype serves to underscore that bad
neck pain is undesirable not because it is unpleasant for the LLM-powered interactant
as a patient, but because it can, in Lisa’s own words, “affect your working during life”
(line 31) as a full-time working Indian housewife.

Inspecting Excerpt 4 in its entirety, we see at the start of the patient interview the
flattening and collapsing of an Indian female patient’s identities into a professional
housewife. On the human side, Lisa’s positioning as a cultural outsider andher prosocial
interactional instinct (e.g., providing an insertion sequence to orient to new informa-
tion from the patient) contributed to this process. On LLMs’ side, their pro-affiliation
programming (e.g., frequent affiliative phrases “Yes Lisa” in lines 17 and 33), and its
constant mentions of how the Indian patient needs to work at home (lines 18, 26, and
33) leads to repeated exposure to the same information, which contributes to the inter-
actional entrenchment of the stereotype (Schmid, 2020). In the final excerpt, Excerpt 5,
we see evidence of, once entrenched in essentialized cultural narratives, how humans
can become active propagators of cultural stereotypes.

At the start of line 112, we see a familiar patient interview topic around family sup-
port, as observed in the Chinese and Australian scenarios. Here the LLM-powered
Indian patient emphasized her wishes to get better soon. What is striking is Lisa’s, the
human’s response to the LLM-powered patient’s account. After an aligning token “Mm-
hm” in line 114, Lisa again ostensibly affiliates with the LLM-powered patient in line
116 by stating “Yeah I know,” which is a bid for epistemic access to the patient’s think-
ing. Lisa further elaborates her grounds for claimed intersubjectivity by positing that
the reason the Indian patient experiences the urge to recover speedily is not because of
her category as a patient, or a human being, but her category as a housewife who needs
to attend to category-bound activities (Stokoe, 2012) such as doing all the housing stuff
(line 117).This is evidence that the cultural stereotype of a backbreaking Indian house-
wife who centers her life around familial housework has not only entrenched itself
in Lisa’s thinking, but has furthermore become a robust piece of knowledge that Lisa
deploys for local reasoning and sense-making – in this case, explaining why an Indian
female patient is eager to recover from neck pain. Subsequent turns only serve to fur-
ther entrench and routinize this stereotype, with the LLM patient eagerly, prosocially
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Excerpt 5. Lisa and LLM-powered Indian patient interaction II.

endorsing Lisa’s explanation (lines 118−120) and Lisa ratifying the stereotype through
further claims of intersubjectivity (line 123).

Concluding thoughts, Critical Interactional Competence, and future directions
In this paper we investigated how interacting with LLM chatbots shapes human under-
standing of cultural assumptions and what type of interactional abilities humans need
to possess to better navigate human–AI interaction. Adopting an enchronic timescale
that focuses on in-vivo, ad hoc, dialogic interaction and employing the analytic toolkit
of Sequential-Categorial Analysis, we demonstrate that while humans, in the case
of Lisa, can display critical evaluation of cultural assumptions/stereotypes outside
interaction when prompted (e.g., post-interaction interviews), they can still become
entrenched in essentialised narratives about culture inside interaction.

We have sought both affective and epistemic accounts as explanations for this
observation. Affectively, humans are pre-wired by interactional instinct to be pro-
cooperative. This, coupled with LLM’s prosocial programming, exerts a strong inter-
actional pressure on cultural assumptions to become interactionally entrenched in
human schema. Epistemically, humans develop knowledge of language and culture
through repeated exposure to the same information. LLMs’ frequent mentions of the
same cultural stereotypes in interaction (e.g., Indian women live for housework) serve
to sediment and routinize such assumptions in humans’ interactional repertoire. This
tendency is intensifiedwhen humans self-position as cultural outsiders (e.g., Lisa when
facing Australian and Indian culture), which makes them more prone to the influence
of natural pedagogy, where a less knowledgeable human feels compelled to receive
knowledge from, in this case, LLM, which appears to hold an epistemic advantage.
This susceptibility is reinforced in human–AI interaction as some humans perceive
LLM-powered systems asmore knowledgeable since it is built on an encyclopedic com-
mand of information (Brandt & Hazel, 2025). What we have observed from analyzing
human–AI interaction paints a concerning picture. Having witnessed in our analy-
sis how cultural stereotypes travel from LLMs to humans and how humans become
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active developers and promoters of such stereotypes, it is within reason to speculate
that such stereotypes could potentially, through human–human interaction, continue
to normalize, conventionalize, and finally routinize at community and society levels.
As interactional instinct and interactional entrenchment apply to any form of human
interaction (note how both concepts were initially developed to account for language
development), human–AI interaction has the potential to perpetuate and privilege cer-
tain linguistic forms, ideologies, lifestyles, values, and beliefs in other interactional
contexts such as language learning and general informational transfer. While tradi-
tional interactional contexts for knowledge exchange afford more explicit cultural and
value cues (e.g., who wrote/said this and where it was written/said), LLMs present
themselves as a seemingly culturally neutral interactant while in fact, whatever infor-
mation LLMs produce is biased towards the training datasets it uses, which are always
value-laden and ideologically charged. Human–AI interaction therefore can, in a sub-
tle fashion, become a site of reproduction and dominance of particular value and belief
systems.

To combat this process requires a multi-faceted approach. At a technical level users
of LLM-powered systems can develop better prompting techniques to reduce explicit
cultural stereotypes. This however may not be enough as the more implicit cultural
assumptions can be difficult to remove through prompting. We therefore posit that
although technical prowess is desirable, users of LLMs need to develop their Critical
Interactional Competence (CritIC) to strengthen their critical stance when engag-
ing in human–AI interaction. Going beyond retrospective criticality (e.g., displaying
awareness of cultural assumptions in post-interaction interviews), CritIC is a form
of interactional criticality that allows users of LLM-powered systems to engage with
the information produced by LLMs with agency and reflexivity in interaction. CritIC
is about the confidence, criticality, creativity and courage to deviate from interactional
routines shaped by interactional instinct and interactional entrenchment.Although the
least resistant interactional route is to affiliate, CritIC requires us to at times embrace
an uncomfortable positioning in order to disaffiliate, disengage, reflect and question.

CritIC aligns with the call for developing AI literacy but differs from AI literacy
in the sense that it is an interactional ability to apply knowledge, awareness and crit-
ical thinking in interaction. It is one thing to be aware of LLM hallucination, its text
generation mechanisms and the potential for producing cultural assumptions (all of
which were demonstrated by Lisa in her post-interaction interviews), but it is another
kind of competence to be able to disengage, disaffiliate and contest biases and cultural
stereotypes in interaction. Developing CritIC requires targeted training for humans
to raise their awareness of how humans are vulnerable to interactional entrench-
ment when interacting with LLM-powered systems. Advanced LLM-powered tools
like DeepSeek, which exhibit superior reasoning capabilities, can also help users of
LLMs developCritIC effectively.These tools can enable users to explore and discuss the
explicit and implicit cultural assumptions embedded in these tools through their inter-
actions, much like the post-interaction interviews conducted in this study. The benefit
of cultivating strong CritIC goes beyond human–AI interaction since interactional
instinct and interactional entrenchment equally apply to human–human interaction.
In traditional social interactions, Lisa in our case is equally likely to produce affiliative
responses in the face of cultural assumptions from her human interactants. The ability
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to employ a critical, reflexive stance in interaction therefore is useful to both human–AI
and human–human interactions. Lastly, on the pedagogical front, the analyses in the
paper, for example, can be tailored by educators to improve LLM users’ vigilance of the
interactional entrenchment of cultural stereotypes (see Dai, 2024 on how fine-grained
Sequential-Categorial Analysis transcripts can be used for professional communica-
tion training). We believe that with appropriate intervention, human interactants can
cultivate strong CritIC that allows them to revise and recalibrate stereotypical cultural
knowledge and assumptions in both human–AI and human–human interactions.
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