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Abstract
Optimal transport tasks naturally arise in gas networks, which include a variety of constraints such as physical
plausibility of the transport and the avoidance of extreme pressure fluctuations. To define feasible optimal transport
plans, we utilize a p-Wasserstein metric and similar dynamic formulations minimizing the kinetic energy necessary
for moving gas through the network, which we combine with suitable versions of Kirchhoff’s law as the coupling
condition at nodes. In contrast to existing literature, we especially focus on the non-standard case p �= 2 to derive
an overdamped isothermal model for gases through p-Wasserstein gradient flows in order to uncover and analyze
underlying dynamics. We introduce different options for modelling the gas network as an oriented graph including
the possibility to store gas at interior vertices and to put in or take out gas at boundary vertices.

1. Introduction

With the aim of re-purposing and extending existing natural gas infrastructure to hydrogen networks or
mixed natural gas and hydrogen networks, there is a fundamental interest in understanding the dynamics
of gas transport and the influence of different network topologies.

In this work, we model such networks as metric (or quantum) graphs where to each edge, one asso-
ciates a one-dimensional interval. On these, we pose a one-dimensional partial differential equation
describing the evolution of the mass density of the gas. Examples for such models are (ISO1) or (ISO3)
models introduced within a whole hierarchy in [11]. Next, we carry out a detailed modelling of possible
coupling conditions at the vertices. In particular, we include the possibility of mass storage at vertices
by which we extend previous approaches. As it turns out, such models are closely related to dynamic
formulations of optimal transport problems on metric graphs. This becomes evident when one only con-
siders the conservation of mass and considers transport on networks minimizing some kinetic energy.
The results of the optimal transport may give an indication of efficiency of the gas transport on the net-
work, in particular if we extend the purely conservative framework to possible influx or out-flux on some
of the nodes, related to pumping in by the provider or extracting gas at the consumer. We will study the
related approaches of optimal transport and also study p-Wasserstein metrics on the metric graphs. We
mention however that those are only a metric if there is no additional in- our out-flux.

In literature, (dynamic) optimal transport is typically restricted to bounded domains, which are a
subset of Rn and the number of publications about transport problems on metric graphs (or even non-
convex domains) is still quite limited and recent, see below for a discussion. Optimal transport and
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2 A. Fazeny et al.

Wasserstein metrics are natural tools for studying gradient flows, which may also be relevant for some of
the overdamped transport models. The study of gradient flows in Wasserstein spaces has been pioneered
in [14] in the case p = 2 and without storage on nodes. In this case, even standard logarithmic entropies
are no longer displacement convex. This complicates the study of gradient flows by means of strong
notions such as evolution variational inequalities; however, more general notions such as the minimizing
movement scheme are still available. We are able to recover (ISO3) as a gradient flow in Wasserstein
spaces with p = 3, and we will also highlight some issues related to defining appropriate potentials on
the metric graph, which can differ in an non-trivial way from simple definitions on single edges, since
different integration constants on each edge change the interface condition.

Therefore, we want to focus on how we can utilize metric graphs to model gas networks and how
the p-Wasserstein distance allows us to tackle optimal transport problems on such graphs, where we are
aiming at minimizing the necessary kinetic energy for moving gas through the network. Furthermore,
we introduce various dynamic formulations of the p-Wasserstein metric in order to derive physically
feasible optimal transport plans and we derive p-Wasserstein gradient flows.

1.1. Main contributions

This paper generalizes the presented dynamic formulation of the 2-Wasserstein metric in [8] to general
p ∈ [1, ∞). Moreover, we present two types of coupling conditions at interior vertices (classical and
generalized Kirchhoff’s law) as well as time-dependent and time-independent boundary conditions. All
these different types of conditions can be incorporated into the definition of our p-Wasserstein metric and
hence solve different balanced or unbalanced optimal transport tasks on metric graphs. Furthermore, we
give a detailed description of classical and weak solutions of the presented optimal transport problem
as well as deriving p-Wasserstein gradient flows. Finally, we extend a primal-dual gradient scheme to
metric graphs, with and without additional vertex dynamics, and provide several numerical examples
for the introduced transport problems.

The structure of the paper is as follows: Section 2 describes how we encode gas networks as ori-
ented graphs, how the gas flow at individual pipes is given by the (ISO3) model of [11], how we couple
pipes and allow for storage of gas at interior vertices and how we model mass conservation at bound-
ary vertices as well as the inflow and outflow of gas into and from the network. Section 3 includes the
introduction of measures on graphs, the formal definition of the optimal transport problems on the ori-
ented graph together with feasibility conditions for given initial and boundary data, in particular mass
conservation conditions. Section 4 introduces the static formulation of the p-Wasserstein distance and
different dynamic formulations depending on the coupling and boundary conditions and discusses their
basic mathematical properties. Moreover, we provide an outlook to gradient flow structures and their
use for gas networks in Section 5, highlighting the connection to the (ISO3) model in Section 2. Finally,
we discuss some numerical examples of optimal transport on networks in Section 6.

1.2. Related work

The mathematical foundation of optimal transport and Wasserstein metrics, including dynamical formu-
lations as well as the derivation of Wasserstein gradient flows with suitable time discretization schemes,
can be found in [2] and [28]. While [2] focuses on gradient flows in probability spaces, [28] gives an
extensive introduction into optimal transport from the viewpoint of applied mathematics.

Details about the equivalence of the static and dynamic formulations of the Wasserstein distance can
be found in the original publication [5]. This dynamic formulation was extended in many directions, e.g.
including non-linear mobilities [10] or discrete as well as generalized graph structures [15, 19, 23]. Of
particular interest in the context of this work is [24] where two independent optimal transport problems
(one in the interior of a domain and one on the boundary) are coupled so that mass exchange is possible.
The idea of mass exchange between the boundary and the interior of the domain is applied to metric
graphs modelling a network in [8], also utilzing the dynamic formulation of the 2-Wasserstein metric on
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networks for optimal transport tasks, including proofs of existence of minimizers via convex duality and
the derivation of 2-Wasserstein gradient flows. The equivalence of the static and dynamic formulation of
the 2-Wasserstein metric for metric graphs is proven in [14]. In addition, [14] also studies 2-Wasserstein
gradient flows of diffusion equations on metric graphs.

The catalogue [11] gives an overview of models for the transport of gas through networks, and in
the case of the (ISO) model hierarchy it derives different possibilities on how to model isothermal gas
flow in pipes starting from the original Euler equations. In our paper, we will use the introduced (ISO3)
model, which based on a few assumptions on the gas flow, constitutes a simplified PDE system encoding
mass and momentum conservation. Part of the model catalogue (especially the rigorous derivation of
the (ISO3) model) is based on the work of [7] and [26], which use asymptotic analysis of transient gas
equations to characterize different gas flow models and to perform numerical simulations on examples
of those models. Coupling conditions at multiple pipe connections for isothermal Euler equations are
introduced in [3]. These coupling conditions resemble Kirchhoff’s law but also include an equal pressure
assumption at vertices of the gas network and for these coupling conditions existence of solutions at
T -shaped intersections is proven.

In [18], a method for the calculation of stationary states of gas networks is introduced. The gas
flow in pipes is governed by (ISO) flow models of the previously mentioned model hierarchy and the
paper specifically analyzes networks containing circles and how suitably chosen boundary conditions
determine the uniqueness of stationary solutions. Furthermore, in [12] proofs for stability estimates of
friction-dominated gas transport with respect to initial conditions and an asymptotic analysis of the
high friction limit are given. [17] analyzes the physical validity of the (ISO2) model (a generalization
of the (ISO3) model from [11] used in this paper) for sufficiently low Mach numbers. It includes exis-
tence results of continuous solutions sufficing upper bounds for the pressure and magnitude of the Mach
number of the gas flow, which are crucial parameters for the physical validity of solutions.

[20] studies the standard diffusion problem on metric graphs, which, as a special case of no drift
and no non-local interaction, is included in [14]. In [4] the coupling of PDEs on spaces with different
dimension and with coupling conditions similar to Kirchhoff’s law are analyzed; however, the paper
considers semi-linear diffusion-reaction equations. This is extended in [25] which also includes dynam-
ics at the vertices, but the authors rely on semigroup techniques to show well-posedness, properties of
the generator and long time behaviour. In [22], the spectrum of the diffusion operator on a network con-
sisting of single, concatenated edges is studied by means of an explicit construction of eigenvalues and
eigenfunctions.

2. Modelling gas networks as metric graphs

Given a gas network consisting of a system of pipes, we encode it as a metric graph G = (V , E). The set
of vertices

V = {ν1, ν2, . . . νn}

for n ∈N, encodes all starting and endpoints of the individual pipes, and thus also coresponds to the
junction points of the pipes. Moreover, for m ∈N, we have a set of edges

E = {e1, e2, . . . em} ⊆ {e = {νi, νj

} ∣∣ νi, νj ∈ V
}

,

which correspond to the individual pipes with a predetermined “typical” flow direction. To each edge
e ∈ E , we also assign the length Le > 0 and a local coordinate system x ∈ [0, Le], which follows the
orientation. As usual, we consider the metric graph as the product space of all edges and the vertex
points, where we identify the boundary points with the vertices, i.e. we take the quotient space of the
closed edges subject to the identity relation of being the same vertex (cf. [14]).
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4 A. Fazeny et al.

For each edge e ∈ E , a start vertex δS(e) ∈ e and an end vertex δE(e) ∈ e are assigned, which deter-
mine the orientation of edge e. Since we exclude pipes, which constitute loops from our modelling, for
each edge e ∈ E it holds true that

δS(e) ∪ δE(e) = e and δS(e) ∩ δE(e) = ∅.

Note that in our notation, the edge coordinate system starts at δS(e) and ends at δE(e), however, flows
against the orientation of edges (going from Le to 0) are also considered feasible and just result in a
negative velocity.

In the set of vertices, we differentiate between boundary vertices ∂V , where gas enters or exits
the network definitively (as supply or demand), and interior vertices

◦
V . Hence, we first choose our

boundary vertices, and then define
◦
V= V\∂V , which directly implies that each vertex ν ∈ V is either a

boundary vertex ν ∈ ∂V or an interior vertex ν ∈ ◦
V . In addition, for the set of boundary vertices ∂V , we

differentiate between source vertices ∂+V , which supply the network with gas, and sink vertices ∂−V ,
at which gas is taken out of the network to meet given demands. We will assume, that each boundary
vertex ν ∈ ∂V is either a source vertex ν ∈ ∂+V or a sink vertex ∂−V .

If an interior vertex ν ∈ ◦
V is only connected to one other vertex in the graph, then we call ν a dead-

end. This case could arise due to maintenance in the gas network or when pipes of the network are
utilized for storage purposes rather than gas transport.

In order to guarantee well-defined expressions and to simplify the notation, we assume the following
properties for our underlying gas network and the resulting oriented graph.

Remark 2.1 (Assumptions for the graph). For our oriented graph, we will always assume that the set
of vertices and edges are finite, that |E | ≥ 1 and that there are no loops {ν, ν} for any ν ∈ V , which
automatically implies that |V| ≥ 2. Moreover, we assume that our graph is connected, meaning that for
every two vertices νi, νj ∈ V with νi �= νj, there exists a path from νi to νj (when ignoring the orientation
of edges).

Moreover, we specifically want to allow the case of no source and sink vertices (
◦
V= V) to include

the model of [8], and also the cases of source vertices but no sink vertices (∂+V = ∂V) or vice versa
(∂−V = ∂V) are considered feasible in our modelling. Furthermore, we will neglect the pipe intersection
angles at interior vertices in our modelling, and only consider the length of pipes.

Example 2.2 (Gas network as oriented graph). The following gas network consists of five pipes and two
supply vertices and one demand vertex. Therefore, the oriented graph G = (V , E) encoding the network
contains five edges

E = {e1, e2, e3, e4, e5} = {{ν1, ν4} , {ν2, ν4} , {ν4, ν5} , {ν3, ν5} , {ν5, ν6}} ,

three boundary vertices ∂V and three interior vertices
◦
V

V = ∂V∪ ◦
V = {ν1, ν2, ν3} ∪ {ν4, ν5, ν6} ,

∂+V = {ν1, ν2} ,

∂−V = {ν3} .

ν1

ν2

ν4 ν5

ν3

ν6

e1

e2

e3

e4

e5
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The weights of each edge e are assigned according to the pipe length

Le1 = Le4 = 45, Le2 = 72, Le3 = 40, Le5 = 63.

Moreover, the start and end vertices of each edge are given by

ν1 = δS (e1) ν4 = δE (e1) = δE (e2) = δS (e3)

ν2 = δS (e2) ν5 = δE (e3) = δS (e4) = δS (e5)

ν3 = δE (e4) ν6 = δE (e5)

Thus vertex ν6 is a dead-end of our gas network, since it is only connected to one edge e5, and since the
vertex is neither a source nor a sink vertex.

2.1. Gas flow in single pipes

In a given time interval [0, T] with T > 0, on each edge e ∈ E , the physical properties of gas flow can be
modelled by the isothermal Euler equations for compressible and inviscid fluids. In order to simplify
the Euler equation system, we assume the pipe walls and the gas to have the same temperature T , which
allows us to omit the energy conservation equation (see [11]). For a mass density ρe: [0, Le] × [0, T] −→
R≥0 and a velocity ve: [0, Le] × [0, T] −→R, the system of equations reads as

∂ρe

∂t
+ ∂

∂x
(ρeve) = 0,

∂(ρeve)

∂t
+ ∂

∂x

(
pe (ρe) + ρev

2
e

)= − λe

2De

ρeve |ve| − gρe sin (ωe),

for (x, t) ∈ (0, Le) × (0, T) . (ISO1)

The first equation (continuity equation) encodes conservation of mass and the second equation ensures
conservation of momentum. Here, λe ≥ 0 denotes the pipe friction coefficient, De > 0 the pipe diameter,
g ≈ 6.7 · 10−11 Nm2/kg2 the gravitational constant and ωe ∈ [0, 2π ] the inclination level of the pipe e.
The pressure pe: [0, Le] × [0, T] −→R≥0 is implicitly defined by the state of real gases equation

pe (ρe) = RρeT z, (RGE)

with gas constant R ≈ 8.3 J/ (K · mol), temperature T > 0 of the gas and pipe walls and compressibility
factor z ≥ 0, which we assume to be constant, but generally depends on pe and in the non-isothermal
case also on T . The state of real gases equation constitutes the pressure law for ideal gases in the case
of z = 1. For each edge e ∈ E , we furthermore define the mass flux

je: [0, Le] × [0, T] −→R (x, t) �→ je (x, t) := ρe (x, t) ve (x, t) .

Remark 2.3 (Modelling three-dimensional pipes as one-dimensional edges). Note that in (ISO1), we
model a three-dimensional pipe as a one-dimensional edge e, thus the mass density, the velocity, the
pressure and the mass flux are averaged in the cross-section of the pipe to derive a one-dimensional
formulation. A corresponding derivation of optimal transport from three-dimensional pipe domains to
one-dimensional metric graphs constitutes an interesting question for future research.

In order to further simplify the (ISO1) model, we assume small flow rates |ve|, which enables us to
eliminate the non-linearity on the left side of the momentum equation (leading to the (ISO2) model in
[11]), as shown in [26]. Furthermore, we assume a friction-dominated flow, which corresponds to the
friction on the pipe walls dominating the heat conduction effects. If we also neglect the gravitational
force in the asymptotic considerations, then we obtain, by using the scaling approaches of [7], an even
further simplified left side of the momentum equation and overall the model then corresponds to the
(ISO3) model in [11], which is given by
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6 A. Fazeny et al.

∂ρe

∂t
+ ∂

∂x
(ρeve) = 0,

∂

∂x
(pe (ρe)) = − λe

2De

ρeve |ve| − gρe sin (ωe), (ISO3)

with the linear constitutive relation of pe(ρe) being based on (RGE).

2.2. Gas flow at interior vertices

For connecting the gas flow of the individual pipes to a feasible network, we need coupling conditions
for the flux at vertices, which model pipe intersections. This applies to both interior vertices

◦
V and

boundary vertices ∂V , where for interior vertices ν ∈ ◦
V we additionally assume that it is possible to store

gas at the individual vertices.
In order to formulate different coupling and boundary conditions in a unified manner, we introduce

the vertex excess flux, based on a generalized version of Kirchhoff’s law, as

fν : [0, T] −→R t �→ fν (t) :=
∑
e∈E:

δE (e)=ν

je (Le, t) −
∑
e∈E:

δS(e)=ν

je (0, t) . (VF KL)

For each vertex ν ∈ V , it catches the difference between the total influx from all ingoing edges and the
total outflux from all outgoing edges.

To model the possibility to store gas at interior vertices ν ∈ ◦
V , we introduce vertex mass densi-

ties γν : [0, T] −→R≥0 for all interior vertices ν ∈ ◦
V . At each interior vertex, we have the initial storage

volume γν (0) ≥ 0 and for all t ∈ (0, T) the vertex mass density has to satisfy

∂γν

∂t
= fν . (1)

The combination of the vertex excess flux fν and the vertex mass density γν ensures mass conservation
at each interior vertex at all times, since gas can either flow through the vertex completely (indicating
fν = 0, as accumulated inflow equals accumulated outflow) or gas is stored at the given vertex for fν > 0
or gas is taken out of storage at the given vertex for fν < 0.

Not storing gas in the interior vertices can be achieved by setting fν ≡ 0. Hence, for all t ∈ [0, T] we
obtain the classical version of Kirchhoff’s law

0 =
∑
e∈E:

δE (e)=ν

je (Le, t) −
∑
e∈E:

δS(e)=ν

je (0, t) . (C KL)

Observation 2.4 (No storage at interior vertices). After setting fν ≡ 0, the vertex mass density γν can
be omitted from further calculations, since ∂γν

∂t
≡ 0 directly implies a constant amount of stored gas in

each vertex ν ∈ ◦
V

γν (0) = γν (T) ≡ γν (t) , ∀t ∈ (0, T) .

Note that, continuity of the velocity function v or the mass density ρ in the interior vertices is not covered
by these coupling conditions, however it is also not expected in general.

2.3. Gas flow at boundary vertices

Boundary vertices ν ∈ ∂V always either constitute source vertices or sink vertices of the network, which
are responsible for the supply (inflow) and demand (outflow) of gas in the network. In contrast to interior
vertices, we assume that storage of gas at boundary vertices is not possible. Therefore, we need a modi-
fied version of Kirchhoff’s law, which also includes the inflow and outflow of gas to and from outside of
the network, to ensure conservation of mass at boundary vertices. Hence, we introduce time-dependent
and time-independent boundary conditions for boundary vertices ν ∈ ∂V .
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Definition 2.5 (Time-dependent boundary conditions). To include time-dependent boundary conditions
for the gas supply at source vertices ∂+V as well as for the demand at sink vertices ∂−V , we suppose
that the source vertex flux function sG

ν
: [0, T] −→R≤0 encodes the amount of gas, which has to enter the

network at each source vertex ν ∈ ∂+V (s for supply) and that the sink vertex flux function dG
ν

: [0, T] −→
R≥0 describes the given outflow of gas from the network at each sink vertex ν ∈ ∂−V (d for demand).

Note that, in PDE literature this type of boundary conditions is typically called “inhomogeneous” and
inspired by the coupling conditions at interior vertices, we can formulate these conditions as a system
of equations.

Observation 2.6 (Time-dependent boundary conditions). With the generalized Kirchhoff’s law
(VF KL), these boundary conditions can be written as

sG
ν (t) = fν (t) ∀ν ∈ ∂+V , t ∈ [0, T] ,

dG
ν (t) = fν (t) ∀ν ∈ ∂−V , t ∈ [0, T] ,

because the source vertex flux
∣∣sG

ν

∣∣ acts as a flow into vertex ν ∈ ∂+V (thus an outflow je|x=Le
of an

imaginary edge e) and the sink vertex flux dG
ν

can be seen as a flow out of vertex ν ∈ ∂−V (thus an inflow
je|x=0 of an imaginary edge e). With this interpretation, we obtain

0 =
( ∣∣sG

ν (t)
∣∣+ ∑

e∈E:
δE (e)=ν

je (Le, t)

)
−
∑
e∈E:

δS(e)=ν

je (0, t) ∀ν ∈ ∂+V , t ∈ [0, T] ,

0 =
∑
e∈E:

δE (e)=ν

je (Le, t) −
(

dG
ν (t) +

∑
e∈E:

δS(e)=ν

je (0, t)

)
∀ν ∈ ∂−V , t ∈ [0, T] .

Another option for conditions at the boundary vertices ∂V is only considering the (mandatory) total
gas supply

∣∣SG
ν

∣∣ for each source vertex ν ∈ ∂+V for the time period [0, T], which is available starting at
time t = 0, as well as the (mandatory) total gas demand DG

ν
for each sink vertex ν ∈ ∂−V for the time

period [0, T], which has to be met at the latest at time t = T . Since these conditions only have to be
fulfilled at the end of the time period, we call them time-independent boundary conditions.

Definition 2.7 (Time-independent boundary conditions). Suppose for the time period [0, T], the accu-
mulated supplies

∣∣SG
ν

∣∣ (with SG
ν

≤ 0) at source vertices ν ∈ ∂+V and accumulated demands DG
ν

≥ 0 at
sink vertices ν ∈ ∂−V are given. Then our aim is to find source vertex flux functions

sν : [0, T] −→R≤0 t �→ sν (t) := fν (t)

for each source vertex ν ∈ ∂+V , such that

SG
ν

=
∫ T

0

sν (t) dt, (2)

and to find sink vertex flux functions

dν : [0, T] −→R≥0 t �→ dν (t) := fν (t)

for each sink vertex ν ∈ ∂−V , such that

DG
ν

=
∫ T

0

dν (t) dt. (3)

Inspired by the coupling conditions at interior vertices, we can once again reformulate these
conditions.
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8 A. Fazeny et al.

Observation 2.8 (Time-independent boundary conditions). If we define a source vertex mass density
Sν : [0, T] −→R≥0 for all source vertices ν ∈ ∂+V , then constraint (2), can be rewritten as

∂Sν (t)

∂t
= sν (t) ∀ν ∈ ∂+V , t ∈ (0, T) ,

with initial and final condition Sν (0) = ∣∣SG
ν

∣∣ and Sν (T) = 0.
In a similar manner, by introducing a sink vertex mass density Dν : [0, T] −→R≥0 for each sink

vertex ν ∈ ∂−V , constraint (3) can be rewritten as
∂Dν (t)

∂t
= dν (t) ∀ν ∈ ∂−V , t ∈ (0, T) ,

with initial and final condition Dν (0) = 0 and Dν (T) = DG
ν
.

Note that in the case of time-independent boundary conditions the non-positivity property of the
source vertex flux and the non-negativity of the sink vertex flux are not automatically fulfilled.

Remark 2.9 (Non-positivity of sν and non-negativity of dν). For time-independent boundary condi-
tions, it is necessary to constrain sν (t) to R≤0 and dν (t) to R≥0 for all t ∈ [0, T]. Otherwise, sν (t) > 0
would indicate giving back gas supply and dν (t) < 0 would correspond to taking back gas demand,
which are both unrealistic behaviours for real-world applications.

The source vertex mass can also be defined in the case of time-dependent boundary conditions as

Sν (t) := ∣∣ SG
ν︸︷︷︸

≤ 0

∣∣− ∣∣∣∣ ∫ t

0

sG
ν

(
t̃
)︸ ︷︷ ︸

≤ 0

dt̃

∣∣∣∣ with SG
ν
:=
∫ T

0

sG
ν

(
t̃
)

dt̃

for source vertices ν ∈ ∂+V , giving the remaining supply at time t, which has not entered the network
yet. Similarly, the sink vertex mass can be defined as

Dν (t) :=
∫ t

0

dG
ν

(
t̃
)

dt̃ with DG
ν
:=
∫ T

0

dG
ν

(
t̃
)

dt̃

for sink vertices ν ∈ ∂−V , encoding the amount of gas which has already exited the network until time t.

Proposition 2.10 (Source vertex mass density). The source vertex mass density Sν (t) of a source vertex
ν ∈ ∂+V at any time t ∈ [0, T] can be calculated by

Sν (t) =
∣∣∣∣∫ T

t

sG
ν

(
t̃
)

dt̃

∣∣∣∣
for time-dependent boundary conditions, or with sν instead of sG

ν
for time-independent boundary

conditions.

With the vertex flux functions and the vertex mass densities at boundary vertices, we can also cal-
culate the total gas supply |S| (with S ≤ 0) entering the network and the total gas demand D exiting the
network in the time period [0, T].

Observation 2.11 (Total supply and total demand). In the case of time-dependent boundary conditions,
the total supply and total demand of the network for the time period [0, T] are given by

S =
∑

ν∈∂+V
−Sν (0) =

∑
ν∈∂+V

SG
ν

=
∑

ν∈∂+V

∫ T

0

sG
ν (t) dt,

D =
∑

ν∈∂−V
Dν (T) =

∑
ν∈∂−V

DG
ν

=
∑

ν∈∂−V

∫ T

0

dG
ν (t) dt.

Alternatively, exactly the same equations hold true with sν instead of sG
ν

and dν instead of dG
ν

for time-
independent boundary conditions.
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Note that, dead-end vertices can in general not be considered a special case of sink or source vertices,
as they are interior vertices and thus provide a storage opportunity, which is not given for boundary
vertices. However, the two definitions coincide in the case of a no-flux boundary condition, so fν = sG

ν
=

dG
ν

≡ 0 (or alternatively for fν ≡ 0 and SG
ν

= DG
ν

= 0).

3. Transport type problems on metric graphs

While the previous section was dedicated to the formulation of gas transport models on metric graphs,
especially the coupling conditions, we now undertake the next step towards our goal to understand such
models as gradient flows. For this purpose, we will introduce optimal transport type problems on metric
graphs in this section. We obtain different variants, depending on the type of coupling and boundary
conditions, all of which can be understood as extensions of the dynamic formulation of the classical
p-Wasserstein distance. However, only in the case of no boundary vertices, do we obtain a metric or
distance (for p = 2 this is shown in [8] and without mass storage on vertices in [14]). Ultimately, in
section 5, we will show that we can recover the (ISO3) model from a minimizing movement (or JKO)
scheme with respect to one of these metrics. However, we start by introducing some further notation.

3.1. Measure spaces on graphs

ByM+ (
) we denote the set of Borel measures on a metric space (
, d) with 
 ⊆Rk and k ∈N (and �

being the corresponding σ -algebra of Borel sets of 
), which are non-negative and bounded, so ∀X ⊆ 


we require 0 ≤ μ (X), and also μ (
) < ∞. Based on this notation, we choose for each edge e ∈ E the
mass density ρe from the set of non-negative bounded measures on edge e for the time period [0, T] with

M+(e):=M+ ([0, Le] × [0, T]) .

Furthermore, we choose the vertex mass density γν for each interior vertex ν ∈ ◦
V , the source vertex mass

Sν for each ν ∈ ∂+V and the sink vertex mass Dν for each ν ∈ ∂−V , from the set of non-negative bounded
measures on vertex ν for the time period [0, T], so we define

M+ (ν) :=M+ ({ν} × [0, T]) .

For a fixed time t ∈ [0, T], we define in a similar manner Mt
+(e):=M+ ([0, Le]) and Mt

+ (ν) :=
M+ ({ν}) = aδν , for an edge e ∈ E and a vertex ν ∈ V , where δν denotes the corresponding Dirac measure
with a ∈R≥0.

For the velocity functions ve, the mass flux functions je of edges e ∈ E , and for the vertex excess flux
function fν of interior vertices ν ∈ ◦

V , we do not need the non-negativity of the defined measure spaces.
Hence, by M (
) we denote the set of bounded Borel measures μ on a metric space (
, d), and thus
we define

M(e):=M ([0, Le] × [0, T]) and M (ν) :=M ({ν} × [0, T])

for any edge e ∈ E and any vertex ν ∈ V .
With the set of measures being defined on a single edge or a single vertex of the graph, we can now

also introduce coupled measures on a subset of edges or a subset of vertices. These coupled measure
are defined on the domain of a cartesian product of M+(e), Mt

+(e), M(e), M+ (ν), Mt
+ (ν) or M (ν)

for edges e ∈ E and vertices ν ∈ V . A formal definition can be found in the appendix A.

3.2. Formulation of the optimal transport problems

Depending on the the existence of boundary vertices and the type of boundary conditions, as well as
the coupling conditions at interior vertices, we obtain different formulations of the optimal transport
problem on the graph G = (V , E).

The aim of this subsection is to introduce a variation of dynamical optimal transport problems in the
sense of Benamou and Brenier, [5], i.e. we consider optimisation problems on the graph over curves
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10 A. Fazeny et al.

satisfying the continuity equation together with a version of Kirchhoff’s law as a coupling condition
at the vertices, which ensures global mass conservation of our transport. These conditions will serve
as side constraints to an optimization problem with a (for now) general cost functional c, which can
be thought of as dynamical costs that are chosen depending on the application. We do not yet specify
the exact transport costs, as we first focus on the modelling of mass transfer between supply, demand,
storage and the network. As we will see in section 5, building a minimizing movement scheme using
these optimal transport problems as the distance, we will indeed recover the (ISO3) model.

Assuming the case with no boundary vertices and classical Kirchhoff’s law as coupling condition (as
in [14]), the corresponding optimal transport problem can be written as:

inf
ρ∈M+(E), v∈M(E)

c (ρ, v) subject to

0 = ∂ρe

∂t
+ ∂

∂x
(ρeve) ∀e ∈ E , x ∈ [0, Le] , t ∈ [0, T]

0 =
∑
e∈E:

δE (e)=ν

(ρeve)|x=Le
−
∑
e∈E:

δS(e)=ν

(ρeve)|x=0 ∀ν ∈ ◦
V , t ∈ [0, T]

ρe|t=0 = (ρ0)e , ρe|t=T = (ρT)e ∀e ∈ E
If we rewrite the presented optimal transport problem with the mass flux je instead of the product

ρeve for each edge e ∈ E , we obtain a convex problem with linear side constraints. Based on this form,
we obtain the following extensions for different combinations of coupling- and boundary conditions.

Definition 3.1 (Optimal transport problem). If there are no boundary vertices (|∂V| = 0 so V = ◦
V) and

thus no boundary conditions, we can formulate the optimal transport problem with coupling conditions
based on the generalized Kirchhoff’s law (VF KL) as:

inf
ρ∈M+(E), j∈M(E),

γ∈M+
( ◦
V
)

, f ∈M
( ◦
V
) c (ρ, j, γ , f ) subject to (OT VF KL)

0 = ∂ρe

∂t
+ ∂je

∂x
∀e ∈ E , x ∈ [0, Le] , t ∈ [0, T] (CE 1)

fν (t) =
∑
e∈E:

δE (e)=ν

je|x=Le
−
∑
e∈E:

δS(e)=ν

je|x=0 ∀ν ∈ ◦
V , t ∈ [0, T] (VF KL 1)

∂γν

∂t
= fν ∀ν ∈ ◦

V , t ∈ [0, T] (VF KL 2)

ρe|t=0 = (ρ0)e , ρe|t=T = (ρT)e ∀e ∈ E (CE 2)

γν|t=0 = (γ0)ν , γν|t=T = (γT)ν ∀ν ∈ ◦
V (VF KL 3)

When using the classical version of Kirchhoff’s law (C KL) at the interior vertices (corresponding to no
storage of gas at interior vertices), then this simplifies to:

inf
ρ∈M+(E), j∈M(E)

c (ρ, j) subject to (OT C KL)

0 = ∂ρe

∂t
+ ∂je

∂x
∀e ∈ E , x ∈ [0, Le] , t ∈ [0, T] (CE 1)

0 =
∑
e∈E:

δE (e)=ν

je|x=Le
−
∑
e∈E:

δS(e)=ν

je|x=0 ∀ν ∈ ◦
V , t ∈ [0, T] (C KL 1)

ρe|t=0 = (ρ0)e , ρe|t=T = (ρT)e ∀e ∈ E (CE 2)

The optimal transport problem (OT VF KL) is exactly the same as the model studied in [8], while
(OT C KL) was analysed in [14]. In both cases, no boundary vertices are present and thus mass transport
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into or out of the network is not possible. In view of our application, we hence extend these problems
by the following boundary conditions.

Remark 3.2 (Extension with boundary conditions). If boundary vertices are present (|∂V| > 0 so V =
∂V∪ ◦

V⊃ ◦
V), then depending on the type of boundary conditions, different constraints need to be added

to the optimal transport problem. Assuming time-dependent boundary conditions, then the following
constraints need to be included:

0 =
( ∣∣sG

ν

∣∣+ ∑
e∈E:

δE (e)=ν

je|x=Le

)
−
∑
e∈E:

δS(e)=ν

je|x=0 ∀ν ∈ ∂+V , t ∈ [0, T] (TD BC 1)

0 =
∑
e∈E:

δE (e)=ν

je|x=Le
−
(

dG
ν

+
∑
e∈E:

δS(e)=ν

je|x=0

)
∀ν ∈ ∂−V , t ∈ [0, T] (TD BC 2)

Similarly, for time-independent boundary conditions, the following constraints, as well as initial and
final conditions need to be included in the optimal transport problem instead:

sν =
∑
e∈E:

δS(e)=ν

je|x=0 −
∑
e∈E:

δE (e)=ν

je|x=Le
∀ν ∈ ∂+V , t ∈ [0, T] (TI BC 1)

dν =
∑
e∈E:

δE (e)=ν

je|x=Le
−
∑
e∈E:

δS(e)=ν

je|x=0 ∀ν ∈ ∂−V , t ∈ [0, T] (TI BC 2)

∂Sν

∂t
= sν ∀ν ∈ ∂+V , t ∈ [0, T] (TI BC 3)

∂Dν

∂t
= dν ∀ν ∈ ∂−V , t ∈ [0, T] (TI BC 4)

Sν |t=0 = ∣∣SG
ν

∣∣ , Sν |t=T = 0 ∀ν ∈ ∂+V (TI BC 5)
Dν |t=0 = 0, Dν |t=T = DG

ν
∀ν ∈ ∂−V (TI BC 6)

In order to avoid sν (t) > 0 or dν (t) < 0 for all t ∈ [0, T], we require −s ∈M+ (∂+V) and d ∈
M+ (∂−V). In addition, for time-independent boundary conditions, the cost functional changes to

inf
ρ∈M+(E), j∈M(E),

γ∈M+
( ◦
V
)

, f ∈M
( ◦
V
)

,

S, −s∈M+(∂+V),

D, d∈M+(∂−V)

c (ρ, j, γ , f , S, s, D, d) , or inf
ρ∈M+(E), j∈M(E),
S, −s∈M+(∂+V),

D, d∈M+(∂−V)

c (ρ, j, S, s, D, d) ,

depending on the type of coupling conditions at the interior vertices.

Examples for possible (action or) cost functionals will be given in subsection 4.2, aiming at calcu-
lating the necessary kinetic energy for the transport, which is sensible for gas networks as well as being
a typical type of action functional used for dynamic optimal transport.

3.3. Feasibility of the optimal transport problem

Depending on whether we allow storage of gas at interior vertices
◦
V or not, and depending on the exis-

tence of boundary vertices and the type of boundary conditions, necessary conditions for the feasibility
of the optimal transport problem differ slightly.
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12 A. Fazeny et al.

Table 1. Contributions to the total mass

Term Intuition∑
ν∈ ◦

V γν (t) Gas stored at interior vertices∑
ν∈∂+V Sν (t) Supply, which has not entered the network yet∑
ν∈∂−V Dν (t) Demand, which has already exited the network∑
e∈E
∫ Le

0
ρe (x, t) dx Gas in the pipes of the network

So far, the continuity equation and the Kirchhoff’s law respectively only ensure local mass con-
servation; however, we are naturally interested in analysing global mass conservation for the entire
network.

Definition 3.3 (Total mass). Depending on the type of coupling conditions and whether there are any
boundary vertices, the total mass � (t) at time t ∈ [0, T] on the graph G = (V , E) is defined as

• Classical Kirchhoff’s law and no boundary vertices:

� (t) :=
∑
e∈E

∫ Le

0

ρe (x, t) dx

• Classical Kirchhoff’s law and time-dependent or time-independent boundary conditions:

� (t) :=
∑

ν∈∂+V
Sν (t) +

∑
ν∈∂−V

Dν (t) +
∑
e∈E

∫ Le

0

ρe (x, t) dx

• Generalized Kirchhoff’s law and no boundary vertices:

� (t) :=
∑
ν∈ ◦

V

γν (t) +
∑
e∈E

∫ Le

0

ρe (x, t) dx

• Generalized Kirchhoff’s law and time-dependent or time-independent boundary conditions:

� (t) :=
∑
ν∈ ◦

V

γν (t) +
∑

ν∈∂+V
Sν (t) +

∑
ν∈∂−V

Dν (t) +
∑
e∈E

∫ Le

0

ρe (x, t) dx

Observation 3.4 (Total mass). The contextual interpretation of the different terms in the total mass
� (t) is given in table 1. Moreover, note that for time-dependent boundary conditions, the source vertex
mass density Sν and sink vertex mass density Dν at time t ∈ [0, T] can easily be calculated by utilizing
the given source vertex flux sG

ν
and sink vertex flux dG

ν
with

Sν (t) =
∣∣∣∣∫ T

t

sG
ν
(t̃ ) dt̃

∣∣∣∣ , and Dν(t) =
∫ t

0

dG
ν

(
t̃
)

dt̃.

The condition of global mass conservation can thus be written as the following.

Definition 3.5 (Global mass conservation). The global mass conservation condition in a graph G =
(V , E) is given by

∂� (t)

∂t
= 0 ∀t ∈ (0, T) .

Remark 3.6 (Global mass conservation). For the measures ρe, γν , Sν and Dν , we will always assume
that they are chosen in such a way that the total mass in the network is constant for all t ∈ [0, T], so

� (t) ≡ C ∈R≥0.
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Hence, we especially demand that the initial and final conditions fulfill
� (0) = � (T) = C,

in order to obtain a feasible optimal transport problem.

The global mass conservation conditions can be used to define feasible upper bounds for the total
demand of all sink vertices for the time period [0, T].

Proposition 3.7 (Upper bound for the demand with time-independent boundary conditions). In the
case of generalized Kirchhoff’s law at interior vertices and the existence of boundary vertices with time-
independent boundary conditions, the accumulated demand D =∑

ν∈∂−V Dν (T) of the time period [0, T]
is bounded from above through the inequality∑

ν∈ ◦
V

γν (0) + |S| +
∑
e∈E

∫ Le

0

ρe (x, 0) dx ≥ D,

where |S| =∑
ν∈∂−V Sν (0) corresponds to the accumulated supply for the time period [0, T].

Proof. If we compare the total mass � (t) for any t ∈ [0, T] to the initial total mass � (0), then we obtain
the equation ∑

ν∈ ◦
V

γν (0) +
∑

ν∈∂+V
Sν (0)︸ ︷︷ ︸
= |SG

ν |
+
∑

ν∈∂−V
Dν (0)︸ ︷︷ ︸

= 0

+
∑
e∈E

∫ Le

0

ρe (x, 0) dx =

∑
ν∈ ◦

V

γν (t) +
∑

ν∈∂+V
Sν (t) +

∑
ν∈∂−V

Dν (t) +
∑
e∈E

∫ Le

0

ρe (x, t) dx,

which can be rewritten to∑
ν∈ ◦

V

γν (0) +
∑

ν∈∂+V

(∣∣SG
ν

∣∣− Sν (t)
)︸ ︷︷ ︸

= |∫ t
0 sν(t̃) dt̃|

+
∑
e∈E

∫ Le

0

ρe (x, 0) dx =

∑
ν∈ ◦

V

γν (t) +
∑

ν∈∂−V
Dν (t)︸ ︷︷ ︸

= ∫ t
0 dν(t̃) dt̃

+
∑
e∈E

∫ Le

0

ρe (x, t) dx. (GMC)

The left side of the global mass conservation equation (GMC) calculates the amount of gas stored in
the network at time t = 0 (in interior vertices or in the pipes) plus the gas, which has entered the network
through source vertices in the time period [0, t]. The right side encodes the amount of gas in the interior
vertices or the pipes at time t together with the gas, which has exited the network through sink vertices
in the time period [0, t].
For t = T we obtain from the GMC∑

ν∈ ◦
V

γν (0) +
∑

ν∈∂+V

∣∣∣∣∫ T

0

sν (t) dt

∣∣∣∣+∑
e∈E

∫ Le

0

ρe (x, 0) dx =

∑
ν∈ ◦

V

γν (T) +
∑

ν∈∂−V

∫ T

0

dν (t) dt +
∑
e∈E

∫ Le

0

ρe (x, T) dx,

which is equivalent to∑
ν∈ ◦

V

γν (0) + |S| +
∑
e∈E

∫ Le

0

ρe (x, 0) dx =
∑
ν∈ ◦

V

γν (T) + D +
∑
e∈E

∫ Le

0

ρe (x, T) dx.
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By utilizing the non-negativity of the vertex mass density γ and of the mass density ρ

γν ∈M+
( ◦
V
)

, ρe ∈M+ (E) =⇒
∑
ν∈ ◦

V

γν (T) ,
∑
e∈E

∫ Le

0

ρe (x, T) dx ≥ 0,

we obtain the upper bound for the accumulated demand of all sink vertices ν ∈ ∂−V∑
ν∈ ◦

V

γν (0) + |S| +
∑
e∈E

∫ Le

0

ρe (x, 0) dx ≥ D.

�
Corollary 3.8 (Upper bound for the demand with time-dependent boundary conditions). If the graph
has boundary vertices with time-dependent boundary conditions and uses generalized Kirchhoff’s law
as coupling condition at interior vertices, the accumulated demand at all times t ∈ [0, T] is bounded
above by ∑

ν∈ ◦
V

γν (0) +
∑

ν∈∂+V

∣∣∣∣∫ t

0

sG
ν

(
t̃
)

dt̃

∣∣∣∣+∑
e∈E

∫ Le

0

ρe (x, 0) dx ≥
∑
ν∂−V

∫ t

0

dG
ν

(
t̃
)

dt̃,

which can be used to test the given source vertex flux sG
ν

and sink vertex flux dG
ν

for plausibility.

Proof. The non-negativity of the vertex mass density γ and the mass density ρ on the right side of the
GMC

γν ∈M+
( ◦
V
)

, ρe ∈M+ (E) =⇒
∑
ν∈ ◦

V

γν

(
t̃
)

,
∑
e∈E

∫ Le

0

ρe

(
x, t̃
)

dx ≥ 0,

holds true for all t̃ ∈ [0, T]. Therefore, we obtain the inequality∑
ν∈ ◦

V

γν (0) +
∑

ν∈∂+V

(∣∣SG
ν

∣∣− Sν (t)
)+∑

e∈E

∫ Le

0

ρe (x, 0) dx ≥
∑
ν∂−V

Dν (t) .

Plugging in the definitions of the source vertex mass densities SG
ν

and Sν , as well as the sink vertex mass
densities Dν , yields∑

ν∈ ◦
V

γν (0) +
∑

ν∈∂+V

∣∣∣∣∫ t

0

sG
ν

(
t̃
)

dt̃

∣∣∣∣+∑
e∈E

∫ Le

0

ρe (x, 0) dx ≥
∑
ν∂−V

∫ t

0

dG
ν

(
t̃
)

dt̃

for all t ∈ [0, T] �
The global mass conservation equation (GMC) together with the upper bound for the accumulated

demand can be used to test given initial, final and boundary conditions for possibly leading to an infeasi-
ble optimal transport problem. However, note that these tests do not detect instances which for example
require unfeasibly fast velocities v, violating the necessary upper bound for the flow rates, when going
from (ISO1) to (ISO3).

3.4. Strong and weak solutions of the continuity equation constraints

Assuming feasibility of the introduced optimal transport problem, we now want to define strong and
weak solutions of the continuity equation constraints (CE 1), (CE 2) combined with the constraints
from the coupling conditions and possibly the boundary conditions.

For the introduction of strong solutions, we need a variety of conditions:

(S1) ∀e ∈ E : (x, t) �→ ρe (x, t) continuous on [0, Le] × [0, T] ∀e ∈ E , ∀x ∈ [0, Le] :t �→ ρe (x, t) continu-
ously differentiable on (0, T)

(S2) ∀e ∈ E : (x, t) �→ je (x, t) continuous on [0, Le] × [0, T] ∀e ∈ E , ∀t ∈ [0, T] :x �→ je (x, t) continu-
ously differentiable on (0, Le)
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(S3) i) ρ ∈M+ (E), j ∈M (E) fulfill the constraints (CE 1), (CE 2) and (C KL 1)
ii) ρ ∈M+ (E), j ∈M (E), γ ∈M+

( ◦
V
)

and f ∈M
( ◦
V
)

fulfill the side constraints (CE 1),
(CE 2) and (VF KL 1) - (VF KL 3)

(S4) ∀ν ∈ ◦
V :t �→ γν (t) continuous on [0, T], and continuously differentiable on (0, T) (which directly

implies ∀ν ∈ ◦
V :t �→ fν (t) continuous on (0, T))

(S5) ∀ν ∈ ∂+V:t �→ Sν (t) continuous on [0, T], and continuously differentiable on (0, T) (which
directly implies ∀ν ∈ ∂+V:t �→ sν (t) continuous on (0, T))

(S6) ∀ν ∈ ∂−V:t �→ Dν (t) continuous on [0, T], and continuously differentiable on (0, T) (which
directly implies ∀ν ∈ ∂−V:t �→ dν (t) continuous on (0, T))(S7)
i) S, −s ∈M+ (∂+V) and D, d ∈M+ (∂−V) fulfill the constraints (TD BC 1), (TD BC 2)
ii) S, −s ∈M+ (∂+V) and D, d ∈M+ (∂−V) fulfill the constraints (TI BC 1) - (TI BC 6)

Definition 3.9 (Strong solutions). A strong solution of (CE 1), (CE 2) together with the constraints of
the (generalized) Kirchhoff’s law and the constraints of possible boundary conditions, consists of a tuple
of functions fulfilling the following conditions:

• Classical Kirchhoff’s law and no boundary vertices: (ρ, j) fulfilling (S1), (S2) and (S3) i)
• Classical Kirchhoff’s law and time-dependent or time-independent boundary conditions:

(ρ, j, S, s, D, d) fulfilling (S1), (S2), (S3) i), (S5), (S6), and (S7) i) or (S7) ii)
• Generalized Kirchhoff’s law and no boundary vertices: (ρ, j, γ , f ) fulfilling (S1), (S2), (S3) ii) and

(S4)
• Generalized Kirchhoff’s law and time-dependent or time-independent boundary conditions:

(ρ, j, γ , f , S, s, D, d) fulfilling (S1), (S2), (S3) ii), (S4), (S5), (S6) and (S7) i) or (S7) ii)

Remark 3.10 (Vertex fluxes in strong solutions). The vertex excess flux f can be calculated directly
from j based on the generalized Kirchhoff’s law at the interior vertices and since the vertex flux is not
restricted to a non-negative sign, it can also be omitted from the definition of strong solutions. As the
source vertex flux s and the sink vertex flux d need to fulfill non-positivity and non-negativity conditions
respectively, they can only be omitted from the definition of strong solutions, if corresponding constraints
for the sign of the time derivatives of S and D are included.

For the definition of weak solutions, we need suitable test functions defined on the domain of the
graph


G := (×ν∈V {ν}) × (×e∈E [0, Le]) .

Definition 3.11 (Test functions). We call a continuous function ϕ:
G × [0, T] −→R a test function, if
for all edges e ∈ E its restriction ϕe:= ϕ|e is continuously differentiable on (0, Le) × (0, T). In addition,
for any vertex ν ∈ V at any time t ∈ [0, T] we use the notation ϕν := ϕ|ν , as ϕ is continuous across
vertices.

The following conditions for the definitions of weak solutions can be derived from the presented
strong solutions. Here, L denotes the standard 1-dimensional Lebesgue measure on [0, T].

(W1) ρ ∈M+ (E) and j ∈M (E)

(W2) ρ fulfills the constraints (CE 2)

(W3)
i) j fulfills the constraint ∫ T

0

∑
e∈E

∫ Le

0

| je (x, t)| dx dt < ∞
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ii) j, s and d fulfill the constraint∫ T

0

(∑
e∈E

∫ Le

0

| je (x, t)| dx −
∑

ν∈∂+V
sν (t) +

∑
ν∈∂−V

dν (t)

)
dt < ∞

iii) j and f fulfill the constraint∫ T

0

(∑
e∈E

∫ Le

0

| je (x, t)| dx +
∑
ν∈ ◦

V

|fν (t)|
)

dt < ∞

iv) j, f , s and d fulfill the constraint∫ T

0

(∑
e∈E

∫ Le

0

| je (x, t)| dx +
∑
ν∈ ◦

V

|fν (t)| −
∑

ν∈∂+V
sν (t) +

∑
ν∈∂−V

dν (t)

)
dt < ∞

(W4) γ ∈M+
( ◦
V
)

and f ∈M
( ◦
V
)

(W5) γ fulfills the constraint (VF KL 3), ∀ν ∈ ◦
V and for L-a.e. t ∈ (0, T) : ∂γν (t)

∂t
= fν (t)

(W6) S, −s ∈M+ (∂+V)

(W7) D, d ∈M+ (∂−V)

(W8) S fulfills the constraint (TI BC 5), ∀ν ∈ ∂+V and for L-a.e. t ∈ (0, T) : ∂Sν (t)
∂t

= sν (t), D fulfills the
constraint (TI BC 6), ∀ν ∈ ∂−V and for L-a.e. t ∈ (0, T) : ∂Dν (t)

∂t
= dν (t)(W9)

i) ∀ test functions ϕ and L-a.e. t ∈ (0, T):∑
e∈E

∫ Le

0

∂ρe (x, t)

∂t
ϕe (x, t) dx =

∑
e∈E

∫ Le

0

je (x, t)
∂ϕe (x, t)

∂x
dx

ii) ∀ test functions ϕ and L-a.e. t ∈ (0, T):∑
e∈E

∫ Le

0

∂ρe (x, t)

∂t
ϕe (x, t) dx +

∑
ν∈∂+V

sν (t) ϕν (t) +
∑

ν∈∂−V
dν (t) ϕν (t) =

∑
e∈E

∫ Le

0

je (x, t)
∂ϕe (x, t)

∂x
dx

iii) ∀ test functions ϕ and L-a.e. t ∈ (0, T):∑
e∈E

∫ Le

0

∂ρe (x, t)

∂t
ϕe (x, t) dx +

∑
ν∈ ◦

V

fν (t) ϕν (t) =
∑
e∈E

∫ Le

0

je (x, t)
∂ϕe (x, t)

∂x
dx

iv) ∀ test functions ϕ and L-a.e. t ∈ (0, T):∑
e∈E

∫ Le

0

∂ρe (x, t)

∂t
ϕe (x, t) dx +

∑
ν∈ ◦

V

fν (t) ϕν (t) +
∑

ν∈∂+V
sν (t) ϕν (t)

+
∑

ν∈∂−V
dν (t) ϕν (t) =

∑
e∈E

∫ Le

0

je (x, t)
∂ϕe (x, t)

∂x
dx

Definition 3.12 (Weak solutions). The tuples (ρ, j), (ρ, j, S, s, D, d), (ρ, j, γ , f ) or (ρ, j, γ , f , S, s, D, d)

constitute weak solutions of (CE 1), (CE 2) combined with (C KL 1) or (VF KL 1) - (VF KL 3), and
possibly also (TD BC 1), (TD BC 2) or (TI BC 1) - (TI BC 6), if they fulfill the following conditions:
• Classical Kirchhoff’s law and no boundary vertices: (ρ, j) fulfilling (W1), (W2), (W3) i) and (W9) i)
• Classical Kirchhoff’s law and time-dependent or time-independent boundary conditions:

(ρ, j, S, s, D, d) fulfilling (W1), (W2), (W3) ii), (W6), (W7), (W8) and (W9) ii)
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• Generalized Kirchhoff’s law and no boundary vertices: (ρ, j, γ , f ) fulfilling (W1), (W2), (W3) iii),
(W4), (W5) and (W9) iii)

• Generalized Kirchhoff’s law and time-dependent or time-independent boundary conditions:
(ρ, j, γ , f , S, s, D, d) fulfilling (W1), (W2), (W3) iv), (W4), (W5), (W6), (W7), (W8) and (W9) iv)

4. p-Wasserstein distance as cost of transport

In order to find solutions of the optimal transport task on a given gas network, we first need to assign
suitable costs to each feasible transport plan. Thus, we will first review different formulations of the
classical p-Wasserstein distances and secondly extend those to our case.

4.1. General p-Wasserstein distance

Given a metric space (
, d), where we assume the domain 
 ⊆Rk with k ∈N to be bounded, the
p-Wasserstein distance can be defined in the form of a static formulation based on the distance function
d, or it can also be given in a dynamic formulation using absolutely continuous curves μ: [0, T] −→
M+ (
).

In literature, the study of the p-Wasserstein distance mostly utilizes the distance function d (x, y) :=
|x − y|, where | · | denotes the vector norm inRk. The following static formulation of the p-Wasserstein
distance could analogously be formulated for a general distance function d, however for the correspond-
ing dynamic formulation of the p-Wasserstein distance, the cost needs to be associated with an action,
see for example [29, Chapter 7] for details.

Definition 4.1 (p-Wasserstein distance [2]). For two probability measures μ0, μT ∈P (
), the static
formulation of the p-Wasserstein distance for p ∈ [1, ∞) is defined as

W̃p (μ0, μT) = min
π∈�(μ0,μT )

{∫

×


|x − y|p dπ (x, y)

} 1
p

,

with � (μ0, μT) being the set of all joint probability distributions π on 
 × 
, with the respective
marginals μ0 and μT , i.e. μ0 (x) = ∫



π (x, y) dy, and μT (y) = ∫



π (x, y) dx.

Remark 4.2 (p-Wasserstein distance). As we assume 
 to be bounded, the finiteness of the p-th moments
of μ0 and μT are not required. However, for non-negative bounded measures μ0, μt ∈M+ (
) instead
of probability measures, the p-Wasserstein distance is only able to assign costs to balanced data, i.e. μ0

and μT need to have the same total mass∫



μ0 (z) dz =
∫




μT (z) dz.

In their seminal work [5], Benamou and Brenier introduced a dynamical formulation of the
2-Wasserstein distance that was also extended to the case p �= 2. In this formulation the task is to
minimise an action functional, which corresponds to the kinetic energy of curves connecting the
initial measure μ0 to the final measure μT . This minimization is subject to the initial and final con-
ditions, μ|t=0 = μ0 and μ|t=T = μT , as well as the continuity equation ∂μ

∂t
+ ∂j

∂x
= 0 and therefore closely

resembles the models introduced in Section 2.

Proposition 4.3 (p-Wasserstein distance). For 
 =Rk and two probability measures μ0, μT ∈P (
),
the dynamic formulation of the p-Wasserstein distance for p ∈ [1, ∞) is given by

W̃p (μ0, μT) = inf
μt ,vt

{∫ T

0

∫



|vt (x)|p dμt (x) dt

} 1
p

,

where the infimum runs over curves of measures μt ∈P (
) and vt ∈M(
k) for t ∈ [0, T], which satisfy
the continuity equation in the sense of distributions and are such that μ|t=0 = μ0, μ|t=T = μT .
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Note that, to increase readability, we will always denote the densities of measures with respect to a
given reference measure such as the Lebesgue measure by the same symbol as the original measures
themselves.

Remark 4.4 (Reference measures). For simplicity purposes, we will assume that in all further formu-
lations μ is absolutely continuous with respect to the Lebesgue measure. Thus there exists a reference
measure μ̃ such that μ̃ dx = dμ. Therefore, from now on we will write μ dx instead of dμ. Note that this
transformation works as well for more general reference measures.

The dynamic formulation of the p-Wasserstein distance can also be written in terms of mass density
and mass flux (instead of mass density and velocity), resulting in a convex minimization problem with
linear side constraints. For this formulation we will write μ instead of ρ, since later on, the measure μ

will not only consist of the mass density ρ, but also the vertex mass γ , and optionally the source vertex
mass S and the sink vertex mass D.

Furthermore, we will restrict the set of feasible mass densities to μ ∈M+ (
 × [0, T]) and in order
to avoid a positivity constraint for μ, when reformulating j:= vμ to v = j

μ
, we define

h:R×R+ −→R≥0 (a, b) �→ h (a, b) =
⎧⎨⎩

|a|p
bp−1 b > 0,
0 b = a = 0,
+∞ b = 0, a �= 0.

(4)

Applying all these reformulations results in the following dynamic formulation of the p-Wasserstein
distance.

Observation 4.5 (Dynamic formulation of the p-Wasserstein distance). Using a reparametrization in
time argument (see, e.g. [2, Lemma 1.1.4]), the p-Wasserstein distance for two probability measures
μ0, μT ∈P (
) on a convex and compact domain 
 is given as

W̃p
p (μ0, μT) = (DYN-T)

min
μ∈M+(
×[0,T]),

j∈M(
×[0,T])

{
Tp−1

∫ T

0

∫



h (j (x, t) , μ (x, t)) dx dt

∣∣∣∣ ∂μ

∂t
+ ∂j

∂x
= 0,

μ|t=0 = μ0, μ|t=T = μT

}
,

Note that, this formulation of the p-Wasserstein distance is restricted to physically feasible solutions,
as W̃p

p (μ0, μT) < ∞ is only possible, if for L-a.e. x ∈ 
 and t ∈ [0, T] either

μ (x, t) > 0 or μ (x, t) = j (x, t) = 0,

so a non-zero flux is only possible if the mass density is positive. (Here, L denotes the k + 1-dimensional
Lebesgue measure on 
 × [0, T] ⊆Rk+1.)

4.2. p-Wasserstein distance on networks

In order to utilize the p-Wasserstein distance as the cost functional for the transport along an edge e ∈ E ,
we can set 
:= [0, Le] as well as k:= 1, and with the notation of the previously introduced optimal
transport problems we can thus write for a given initial mass distribution of gas (ρ0)e ∈P ([0, Le]), a
given final distribution (ρT)e ∈P ([0, Le]) and the mass flux je along the edge e

Wp
p ((ρ0)e , (ρT)e) = min

ρe∈M+(e),
je∈M(e)

{
Tp−1

∫ T

0

∫ Le

0

h (je (x, t) , ρe (x, t)) dx dt

∣∣∣∣ ∂ρe

∂t
+ ∂je

∂x
= 0,

ρe|t=0 = (ρ0)e , ρe|t=T = (ρT)e

}
.

For a single interior vertex ν ∈ ◦
V , in the case of generalized Kirchhoff’s law as coupling condition,

we could also write the cost of transport from an initial vertex mass density (γ0)ν ∈P ({ν}) to a final
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vertex mass density (γT)ν ∈P ({ν}) with vertex excess flux fν as

Wp
p

(
(γ0)ν , (γT)ν

)= min
γν∈M+(ν),

fν∈M(ν)

{
Tp−1

∫ T

0

h (fν (t) , γν (t)) dt

∣∣∣∣ ∂γν

∂t
= fν ,

γν|t=0 = (γ0)ν , γν |t=T = (γT)ν

}
,

where instead of the standard continuity equation, we have ∂γν

∂t
= fν to ensure mass conservation in the

vertex.

Observation 4.6 (p-Wasserstein distance at interior vertex). The application of the dynamic formulation
of the p-Wasserstein distance to an interior vertex ν ∈ ◦

V is not particularly interesting as (γ0)ν , (γT)ν ∈
P ({ν}) directly implies

(γ0)ν = (γT)ν = δν

and as h (fν (t) , γν (t)) ≥ 0 for all γν ∈M+ ({ν} × [0, T]) and fν ∈M ({ν} × [0, T]), the unique strong
solution of the dynamic formulation of the p-Wasserstein distance is given by

(γ0)ν = (γT)ν = γν (t) ≡ δν and fν (t) ≡ 0,

because fν (t) �= 0 for some t ∈ [0, T] would lead to

h (fν (t) , γν (t)) ∈R>0 for γν (t) > 0 and h (fν (t) , γν (t)) = ∞ for γν (t) = 0.

The continuity of t �→ γν (t) and t �→ fν thus would lead to Tp−1
∫ T

0
h (fν (t) , γν (t)) dt > 0 if there exists

any t ∈ [0, T] with fν (t) �= 0.

By extending the previous remarks about the dynamic formulation of the p-Wasserstein distance on
a single edge or an interior vertex, we can define the p-Wasserstein metric on general oriented graphs
modelling network structures.

Definition 4.7 (p-Wasserstein distance on networks without boundary vertices). For an oriented graph
modelling a network, the dynamic formulation of the p-Wasserstein distance, depending on the coupling
condition at interior vertices, is given by

• Classical Kirchhoff’s law and no boundary vertices, with μ0:= ρ0 and μT := ρT:

Wp
p (μ0, μT) = min

ρ∈M+(E),
j∈M(E)

{
Tp−1

∫ T

0

∑
e∈E

(∫ Le

0

h (je (x, t) , ρe (x, t)) dx

)
dt

∣∣∣∣ ∀e ∈ E : 1) , 2)

∀ν ∈ V: 3) i)

}

In [14], this case for p = 2 is considered, including a proof that the 2-Wasserstein distance with
classical Kirchhoff’s law and no boundary vertices does indeed define a metric on a given metric
graph.

• Generalised Kirchhoff’s law and no boundary vertices, with μ0:= (ρ0, γ0) and μT := (ρT , γT):

Wp
p (μ0, μT) = min

ρ∈M+(E), j∈M(E),
γ∈M+(V), f ∈M(V)

{
Tp−1

∫ T

0

∑
e∈E

(∫ Le

0

h (je (x, t) , ρe (x, t)) dx

)

+
∑
ν∈V

h (fν (t) , γν (t)) dt

∣∣∣∣ ∀e ∈ E : 1) , 2)

∀ν ∈ V: 3 ii) , 4) , 5)

}

This case with p = 2 is analysed in [8], including a proof that the 2-Wasserstein distance with
generalized Kirchhoff’s law and no boundary vertices does define a metric on a given metric graph.
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The respective side constraints are given by

1) ∂ρe

∂t
+ ∂je

∂x
= 0 4)

∂γν

∂t
= fν

2) ρe|t=0 = (ρ0)e , ρe|t=T = (ρT)e 5) γν|t=0 = (γ0)ν , γν |t=T = (γT)ν

3 i) 0 =∑e∈E: δE (e)=ν
je|x=Le

−∑e∈E: δS(e)=ν
je|x=0

3 ii) fν =∑e∈E: δE (e)=ν
je|x=Le

−∑e∈E: δS(e)=ν
je|x=0

This definition of the p-Wasserstein distance allows for a specific type of unbalanced optimal trans-
port, as mass can be moved from edges (the network) to vertices (storage opportunity), and vice versa,
for additional costs, i.e. kinetic energy. In literature, this is known as the Wasserstein–Fisher–Rao met-
ric or the Hellinger-Kantorovich distance (cf. [24]). The concept of unbalanced optimal transport can
be further generalized to also include boundary vertices and therefore the possibility to move gas from
interior vertices and edges to boundary vertices (supply and demand).

Remark 4.8 (p-Wasserstein distance on networks with boundary vertices). For an oriented graph with
boundary vertices, the dynamic formulation of the p-Wasserstein distance, depending on the coupling
condition at interior vertices, is given by

• Classical Kirchhoff’s law and time-dependent or time-independent boundary conditions, with μ0:=
(ρ0, S0.D0) and μT := (ρT , ST , DT):

Wp
p (μ0, μT) = min

ρ∈M+(E), j∈M(E),
S,−s∈M+(∂+V),

D,d∈M+(∂−V)

{
Tp−1

∫ T

0

∑
e∈E

(∫ Le

0

h (je (x, t) , ρe (x, t)) dx

)

+
∑

ν∈∂+V
hs (sν (t) , Sν (t)) +

∑
ν∈∂−V

hd (dν (t) , Dν (t)) dt

∣∣∣∣∣∣∣∣
∀e ∈ E : 1) , 2)

∀ν ∈ ◦
V : 3 i)

∀ν ∈ ∂+V: 6) , 7) , 8)

∀ν ∈ ∂−V: 9) , 10) , 11)

⎫⎪⎪⎬⎪⎪⎭ .

• Generalized Kirchhoff’s law and time-dependent or time-independent boundary conditions, with
μ0:= (ρ0, γ0, S0, D0) and μT := (ρT , γT , ST , DT):

Wp
p (μ0, μT) =

min
ρ∈M+(E), j∈M(E),

γ∈M+
( ◦
V
)

, f ∈M
( ◦
V
)

,

S,−s∈M+(∂+V),

D,d∈M+(∂−V)

⎧⎨⎩Tp−1

∫ T

0

∑
e∈E

(∫ Le

0

h (je (x, t) , ρe (x, t)) dx

)
+
∑
ν∈ ◦

V

h (fν (t) , γν (t))

+
∑

ν∈∂+V
hs (sν (t) , Sν (t) , t) +

∑
ν∈∂−V

hd (dν (t) , Dν (t) , t) dt

∣∣∣∣∣∣∣∣
∀e ∈ E : 1) , 2)

∀ν ∈ ◦
V : 3 ii) , 4) , 5)

∀ν ∈ ∂+V: 6) , 7) , 8)

∀ν ∈ ∂−V: 9) , 10) , 11)

⎫⎪⎪⎬⎪⎪⎭ ,

The function h is defined in (4). As for the supply and demand contributions, we allow for different
costs, hs and hd, that may also depend on time and have to be chosen depending on the application.
For example, they could include effects of changing gas prices. Moreover, the additional constraints are
given by

6) sν =∑e∈E: δE (e)=ν
je|x=Le

−∑e∈E: δS(e)=ν
je|x=0 9) dν =∑e∈E: δE (e)=ν

je|x=Le
−∑e∈E: δS(e)=ν

je|x=0

7) ∂Sν

∂t
= sν 10) ∂Dν

∂t
= dν

8) Sν |t=0 = ∣∣SG
ν

∣∣ , Sν |t=T = 0 11) Dν |t=0 = 0, Dν |t=T = DG
ν
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Remark 4.9 (Absolutely continuous curves). Based on the work of [2], the modelling of gas networks
and the corresponding analysis of the p-Wasserstein metric on metric graphs can be extended by the
study of absolutely continuous curves. In [14], this has already been done for the case of p = 2, classical
Kirchhoff’s law and no boundary vertices, and we postpone a generalization of the presented results to
future work.

5. p-Wasserstein gradient flows

Our next goal is to study, on a formal level, gradient flows with respect to the p-Wasserstein dis-
tances introduced previously. Our starting point is a time-discrete approximation using the minimizing
movement scheme

μτ

(l+1)τ
= arg min

μ

(
1

pτ p−1
Wp

p

(
μ, μτ

lτ

)+ E (μ)

)
, (5)

for some τ > 0. In the metric setting (cf. [2] and [1] for the case p �= 2), it can be shown that as τ → 0,
an appropriate interpolation of minimizers converges to a solution of the respective gradient flow.

Here, we will instead derive optimality conditions for τ > 0 to obtain the general form of the resulting
gradient flows. In a second step, we will identify the energy that recovers the (ISO3) model, interestingly
for p = 3. We emphasize that this approach automatically yields additional coupling conditions for the
Kantorovich potentials, which are necessary to obtain a well-posed optimality system.

5.1. p-Wasserstein gradient flow on networks

In the following, let us derive a more concrete structure for Wasserstein gradient flows on networks (for
the case of classical Kirchhoff’s law at interior vertices and no boundary vertices). For this sake we
consider energies of the natural form

E(μ) =
∑
e∈E

Ee (ρe) ,

i.e. an additive composition of functionals on each edge e ∈ E .
With this choice, our next goal is to derive optimality conditions for (5). A formal derivation can be

obtained from assuming the existence of a saddle-point of the associated Lagrange functional, whose
first variations can be set to zero. We first note that

1

pτ p−1
Wp

p

(
(ρt)e , (ρt+τ )e

)= min
ρe ,je

max
φe

∑
e∈E

∫ t+τ

t

∫ Le

0

( |je|p

pρ
p−1
e

+ ∂ρe

∂t
φe + ∂je

∂x
φe

)
dx dt

for τ > 0, t ∈ [0, T − τ ] and test functions φe, which, in case of the test function being a maximizing
argument, correspond to the Lagrange multipliers. Here, the minimization is carried out among those
ρe, je, which fulfill the given initial and terminal values and satisfy (9). Thus, the Lagrange functional
for (5) is given as

L(ρe, je, φe) =
∑
e∈E

∫ t+τ

t

∫ Le

0

( |je|p

pρ
p−1
e

+ ∂ρe

∂t
φe + ∂je

∂x
φe

)
dx dt +

∑
e∈E

Ee (ρe) .

Then, the variation with respect to je in direction ke yields

∑
e∈E

∫ t+τ

t

∫ Le

0

(
je |je|p−2

ρ
p−1
e

ke + ∂ke

∂x
φe

)
dx dt = 0.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0956792525000051
Downloaded from https://www.cambridge.org/core. IP address: 10.1.74.229, on 24 Jul 2025 at 22:43:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0956792525000051
https://www.cambridge.org/core


22 A. Fazeny et al.

Now, let us integrate by parts and use that each feasible variation ke still needs to satisfy Kirchhoff’s law,
which yields

0 =
∑
ν∈V

⎛⎜⎝ ∑
e∈E:

δE (e)=ν

(keφe)|x=Le
−
∑
e∈E:

δS(e)=ν

(keφe)|x=0

⎞⎟⎠+

∑
e∈E

∫ t+τ

t

∫ Le

0

(
je|je|p−2

ρ
p−1
e

− ∂φe

∂x

)
ke dx dt

=
∑
ν∈V

⎛⎜⎝ ∑
e∈E:

δE (e)=ν

(ke(φe − �ν))|x=Le
−
∑
e∈E:

δS(e)=ν

(ke(φe − �ν))|x=0

⎞⎟⎠+

∑
e∈E

∫ t+τ

t

∫ Le

0

(
je|je|p−2

ρ
p−1
e

− ∂φe

∂x

)
ke dx dt

with the nodal mean

�ν := 1

deg(ν)

⎛⎜⎝ ∑
e∈E:

δE (e)=ν

φe +
∑
e∈E:

δS(e)=ν

φe

⎞⎟⎠ ,

and the degree function

deg:V −→N0 ν �→ deg(ν):= |{e ∈ E | ν ∈ e}| ,

where for a connected graph it holds true that deg (ν) ≥ 1 for all vertices ν ∈ V .
Choosing arbitrary fluxes ke with compact support inside a single edge immediately yields

je |je|p−2 = ρp−1
e

∂φe

∂x

for each e ∈ E . Choosing further arbitrary ke with support only close to a single vertex ν ∈ V (up to
satisfying (9)), we see that further the condition

φe = �ν ∀e ∈ E with δS(e) = ν or δE(e) = ν

holds for the vertex ν. For dead-end vertices, i.e. deg(ν) = 1, this yields no additional conditions, while
for all other vertices this implies continuity of the dual variable.

To relate the dual variable to the energy, we can compute the variation of L with respect to (ρt+τ )e.
As in the metric Wasserstein case, cf. [2, 28], it turns out that the optimality condition becomes

φe (t + τ) + E′
e (ρe (t + τ)) = 0.

In the limit τ ↓ 0, we hence obtain the following interface conditions: There exists a nodal function
�:V →R such that

E′
e(ρe) = �ν ∀e ∈ E with δS(e) = ν or δE(e) = ν, (6)

for vertices ν ∈ V . Since �ν is not a variable of physical interest, this condition effectively means the
continuity of the energy variation across nodes.

To summarize, we obtain that, similar to the case of Wasserstein gradient flows in domains, the
gradient flow equations are given by

∂ρe

∂t
+ ∂je

∂x
= 0, (7)

je |je|p−2 = −ρp−1
e

∂

∂x

(
E′ (ρe)

)
, (8)
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together with the classical Kirchhoff condition for all ν ∈ V

0 =
∑
e∈E:

δE (e)=ν

je|x=Le
−
∑
e∈E:

δS(e)=ν

je|x=0 , (9)

and the coupling conditions (6).

5.2. The (ISO3) model for gas networks

In the following, we turn our attention to the (ISO3) model of transport in gas networks, which is derived
and embedded in a full model hierarchy in [11] (see also Section 2.1). Based on mass density ρe and
velocity ve functions defined on edges, the (ISO3) model is given by

∂ρe

∂t
+ ∂

∂x
(ρeve) = 0,

λe

2De

ρeve |ve| = − ∂

∂x
(pe (ρe)) − gρe sin (ωe) ,

together with the classical Kirchhoff’s condition (C KL) on the vertices of the network.
We start by reformulating the model in terms of the mass density variable ρe and the flux variable je

as:
∂ρe

∂t
+ ∂je

∂x
= 0

je |je| = −2De

λe

ρe

∂

∂x
(pe (ρe)) − ρ2

e

2Deg

λe

sin (ωe)

= −
(

ρe

2De

λe

∂

∂x
(pe (ρe)) + ρ2

e

2Deg

λe

sin (ωe)

)
Comparing to the general form of the Wasserstein gradient flow (7),(8) for p = 3, we obtain the following
expression for the derivative of the driving energy

∂

∂x
E′(μ)|e = 2De

λeρe

∂

∂x
(pe (ρe)) + 2Deg

λe

sin (ωe)

on each edge e ∈ E , for some energy still to be determined for the (ISO3) model.
As usual, we need to introduce an entropy functional, which – due to the dependence on diameter De

and friction coefficient λe – may vary with the edge. The derivative of the entropy is defined as

F′′
e (s):= 2De

λe

p′
e (s)

s
,

and we define Fe as a second primitive with Fe (0) = 0. Then we see that for ρe > 0

∂

∂x
F′

e (ρe) = 2De

λeρe

∂

∂x
(pe (ρe))

holds. Note that F′′
e (s) ∼ p′

e(s)

s
is a standard entropy–pressure relation arising in the overdamped limit of

fluid models (cf. e.g. [16]). In the case of a linear pressure pe(s) ∼ s we arrive at the well-known log-
entropy Fe(s) = s log s − s, but other choices of the pressure such as polynomial laws are possible as
well. The essential property is convexity of the entropy, which is equivalent to pe being monotone.

With the short-hand notation

ce:= 2Deg

λe

sin (ωe) ,

we obtain the energy functional

E(μ) =
∑

e

∫ Le

0

(Fe (ρe) + cexρe + deρe) dx.
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Note that de is an arbitrary integration constant, which however impacts the gradient flow as soon as
there is more than one edge, because the mass per edge is not necessarily conserved then. Since a global
change by a constant will not affect the result, due to the overall mass conservation on the network, we
can however use the condition ∑

e∈E
de = 0. (10)

As the derivation above shows, the gradient flow formulation immediately yields the appropriate
interface conditions (6), in addition to the classical Kirchhoff’s law for (ISO3), which are given by

F′
e(ρe) + de = �ν ∀e ∈ E with δS(e) = ν,

F′
e(ρe) + ceLe + de = �ν ∀e ∈ E with δE(e) = ν,

for vertices ν ∈ V .
The interface condition effectively means that the potential F′

e(ρe) + cex + de is continuous across
vertices. This may seem quite arbitrary, since a potential is usually specified only up to a constant.
However, we have to understand the potential rather as a global quantity on the network, so clearly
changes on single edges affect the global structure of the potential. Since there is quite some freedom
to determine the constants de, we could in turn specify certain interface conditions and determine the
associated potential. Again, it is reasonable that different jump conditions on the vertices have the same
effect as changing a potential.

5.3. Vanishing diffusion limit

As mentioned above, there are several potentials, and thus interface conditions, that lead to gradi-
ent flows. We may want to specify however a potential such that in the limit of vanishing diffusion
(Fe = 0), we obtain a consistent system. The problem of vanishing diffusion has been investigated for
linear problems on networks in [13] with a focus on incompressibility rather than a gradient structure.

Consistency of the vector field with the vanishing diffusion limit means

de = �ν ∀e ∈ E with δS(e) = ν, (11)
ceLe + de = �ν ∀e ∈ E with δE(e) = ν, (12)

for ν ∈ V , which – together with (10) – can be considered a system of linear equations for the variables de,
or can even be extended to a linear system for the variables de and �ν . Hence, it is natural to investigate
the (unique) solvability of this system.

The number of unknowns is |E | + |V|, while the number of equations is
∑

ν∈V deg(ν) + 1. By the
sum formula (also known as the Handshaking-Lemma) [6, Theorem 1.1], we have

∑
ν∈V deg(ν) + 1 =

2 |E | + 1. Thus, the number of equations and unknowns coincides if |E | + 1 = |V|.
It is a simple exercise to see that |E | ≥ |V| implies the existence of a cycle (cf. [6, p.15]) in a so-called

simple graph (a graph without loops and parallel edges). Hence, in a simple connected graph without
a cycle (which seems a suitable condition for gas networks), we have |E | + 1 ≤ |V|, which is however
also a lower bound for the number of edges. Thus, in this case, the number of equations and unknowns
coincides and we can see that the linear system has full rank.

Proposition 5.1. Let the graph G = (V , E) be a tree (simple, connected and contains no cycles). Then
there exists a unique solution (de, �ν) of the linear system (10), (11) and (12).

Proof. Since under the above conditions on the graph, we have verified that the number of equations
(10)-(11)-(12) and unknowns in the linear system coincides, we only need to show that the homogeneous
problem (corresponding to ce = 0) has a unique trivial solution (i.e. the nullspace of the associated
matrix is trivial).

We first notice that in the homogeneous case, the orientation of the graph plays no role and that (11)
and (12) imply that de = de′ if e and e′ are adjacent to a common vertex. Since the graph is connected,
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there exists a path that connects two arbitrary edges, hence by transitivity we obtain de = de′ for any two
edges e, e′ ∈ E .

Since all de are equal, (10) implies de = 0 for all e ∈ E , which further implies �ν = 0 for all ν ∈ V ,
since each vertex is connected to at least one edge. �

We finally illustrate the choice of the constants with a simple example.

Example 5.2. Let us consider a very simple tree network consisting of the vertices V = {ν1, ν2, ν3, ν4},
and the edges E = {e1, e2, e3} with

δS (e1) = ν1, δS (e2) = ν2, δS (e3) = ν2,

δE (e1) = ν2, δE (e2) = ν3, δE (e3) = ν4.

Thus, we obtain the following linear system:

ν1 ν2

ν3

ν4

e1

e2

e3

d1 − Φ1 = 0 d1 − Φ2 = −c1L1

d2 − Φ2 = 0 d3 − Φ2 = 0
d2 − Φ3 = −c2L2 d3 − Φ4 = −c3L3

d1 + d2 + d3 = 0

Solving this system yields d1 = − 2
3
c1L1 and d2 = d3 = 1

3
c2L2.

In the example we see that the constants de on edges e2 and e3 only depend on the properties of edge
e1, but not on c2, c3, L2, L3. Indeed it is easy to see that independence of the edge parameters is always
the case for an edge leading to an outgoing boundary of the network.

6. Numerical examples

This section presents several numerical examples of solutions to the transport problems introduced in
section 4 above. We examine different types of boundary conditions, always for the case p = 2.

Our numerical algorithm is based on a variant of the primal-dual optimization algorithm applied
to optimal transport that was introduced in [9]. We work with a slightly different discretziation of the
constraints as presented in [27] (and recently extended to metric graphs in [21]), yet only in the case of
no-flux boundary conditions.

The basic idea is to relax the constraints in the optimization problem by only asking them to be
satisfied up to a given, fixed precision. The main advantage of this approach is that, when adding the
relaxed constraints to the objective functional, this results in a simple proximal operator (i.e. an shrinkage
operation) which can be implemented rather efficiently. In order the stabilize the algorithm, we add
numerical diffusion by means of one half a discretized Laplace operator.

For concreteness, we focus on (TD BC 1) and (TD BC 2) to explain the algorithm in detail.

6.1. Discretizing the constraints

We start by discretizing the interval [0, Le] associated to every edge into an equidistant grid with Ne
x

points. The time interval [0, T] is similarly discretized into an equidistant grid with Nt points. With
δe

x = Le/Ne
x and δt = T/Nt we obtain the grid points

xe
i = (i − 1)δe

x for e ∈ E, i ∈ {1, 2, . . . , Ni
x + 1},

tk = (k − 1)δt for k ∈ {1, 2, . . . , Nt + 1}.
Note that in this section, we will slightly deviate from the notation used before, as we will use super-

script e and superscript ν in order to denote the corresponding edge or vertex, respectively, and not to
interfere too much with the additional indices coming from the space-time discretization.
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To any continuous function v:[0, L] × [0, T] →R we associate a grid function vh = (vi,k)i,k via

vi,k = v(xi, tk) for i ∈ {1, 2, . . . , Nx + 1}, k ∈ {1, 2, . . . , Nt + 1}.
Similar notation is used for grid functions associated to the spatial and temporal partitions, respec-

tively. On these functions, we define a scalar product, which we obtain by discretizing the integrals
involved using the trapezoidal rule. Given grid functions uh = (ρu

i,k, ju
i,k), vh = (ρv

i,k, jv
i,k), we have

〈uh, vh〉 =
Nk+1∑
k=1

Nx+1∑
i=1

wt
kw

x
j

(
ρu

i,kρ
v
i,k + ju

i,kj
v
i,k

)
, ‖vh‖ =√〈vh, vh〉, (13)

with

wx
i =
{

δx
2

i ∈ {1, Nx + 1},
δx otherwise.

We denote by wt
k a similar weight function for the composite trapezoidal rule associated with the tem-

poral partition and note that
∑Nt+1

k=1 wt
k = 1. This renders the linear space of grid functions a Hilbert

space.
We will only present the discretization of the constraints for the variant used in (TD BC 1) and (TD

BC 2), with obvious modifications for the other cases. We discretize the continuity equation (CE 1)
using a centred differencing in space and a backward differencing in time for the interior grid points
i ∈ {2, 3, . . . Nx}, k ∈ {2, 3, . . . , Nt + 1}, i.e.

ρe
i,k − ρe

i,k−1

δt

+ je
i+1,k − je

i−1,k

2δx

= 0. (14)

For the boundary we use a one-sided finite difference approximation to approximate ∂xje, i.e. for i ∈
{1, Nx + 1} we use

ρe
1,k − ρe

1,k−1

δt

+ je
2,k − je

1,k

δx

= 0, and (15)

ρe
Nx+1,k − ρe

Nx+1,k−1

δt

+ je
Nx+1,k − je

Nx ,k

δx

= 0. (16)

We also add one half times a finite difference approximation of the Laplace for additional stabilization.
The coupling conditions (TD BC 1) and (TD BC 2) at the boundary vertices become

0 =
( ∣∣sG,ν

k

∣∣+ ∑
e∈E:

δE (e)=ν

je
Nx+1,k

)
−
∑
e∈E:

δS(e)=ν

je
1,k ∀ν ∈ ∂+V ,

0 =
∑
e∈E:

δE (e)=ν

je
Nx+1,k −

(
dG,ν

k +
∑
e∈E:

δS(e)=ν

je
1,k

)
∀ν ∈ ∂−V ,

for all k ∈ {1, 2, . . . Nt + 1}, while the vertex ODEs at the interior vertices (1), become
γ ν

k − γ ν
k−1

δt

= f ν

k , ∀ν ∈ ◦
V . (17)

Since the discretization does not depend on ji,1, we set ji,1 = 1 for i = 1, 2, . . . Nx + 1. Furthermore,
the initial and final conditions of both ρe and γ ν are taken into account in the following way

ρe
i,1 = ρe

0 (xi) and ρe
i,Nt+1 = ρe

T (xi) for i ∈ {1, 2, . . . Nx + 1}, e ∈ E , (18)

γ ν

1 = γ ν

0 and γ ν

Nt+1 = γ ν

1 for ν ∈ ◦
V . (19)
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Finally, since the continuity equation is only satisfied approximately, we explicitly add a constraint
on the total mass of the graph being a probability density∑

e∈E

Nx+1∑
i=1

wx
i

(
ρe

i,k − ρe
0(xi)

)+∑
ν∈V

(
γ ν

k − γ ν

0

)= 0 for k ∈ {2, 3, . . . Nt + 1}. (20)

6.2. Primal-dual algorithm

We now sketch the main ingredients of the primal-dual algorithm, referring to [9, 27] for details. As
mentioned above, the key idea is to enforce the constraints (14)–(20) only up to a finite precision,
i.e. using the norm (13), instead of (14), we only ask for

Nt+1∑
k=2

wt
k

(
wx

1

(
ρe

i,k − ρe
i,k−1

δt

+ je
i+1,k − je

i−1,k

2δx

)2
)

≤ δ2
1 .

These weakened constraints are quadratic and can be written in the form

Au ∈ Cδ = {x | ‖xj − bj‖2 ≤ δj, j = 1, . . . , 8
}

,

where the vector u contains the coefficient of the grid functions (ρh, mh). We have a total of 8 constraints
since we include, in addition to the continuity equation on the edges, the initial- and final data for ρe and
for γ ν , the coupling conditions at the vertices, vertex dynamics and an additional mass constraint. Note
that the weights wx

i and wt
k are included in the definition of Aj and bj, respectively, and the vectors xj are

slices of the vector x corresponding to the number of rows in Aj.
We define the matrix A by vertically concatenating the matrices Aj for j = 1, . . . , 8. We note that A is

the matrix of a linear map from the Hilbert space of grid functions, with the inner product being defined
in (13), to a Euclidean space.

We then aim to solve the fully discretized, problem

inf
(ρh ,mh ,γh ,fh)

(∑
e∈E

Nt+1∑
k=1

Nx+1∑
i=1

wx
i w

t
kh(ρe

i,k, je
i,k) +

∑
ν∈V

Nt+1∑
k=1

h(γ ν

k , f ν

k )

)
+ iCδ

(Au),

where i denotes the convex indicator function and with h as defined in (4) and p = 2. We now have an
unconstrained optimization problem involving a convex, yet non-differentiable, functional and thus we
can employ a primal-dual algorithm in the variant given in algorithm 1.

Therein, two proximal operators have to be computed: The one with respect to h yields, in each point
in the space-time grid, a third order polynomial whose solution can be obtained by explicit formulas,
while for the indicator functions we recover the projection onto the respective set, see again [9, 27] for
details.

In all examples below and unless explicitly stated differently, we make the following parameter
choices: Nx = 150, Nt = 75, T = 1, Le = 1 for all edges e ∈ E .

6.3. Example 1: Geodesics and branching

One important observation made in [14] is the fact that the logarithmic entropy on metric graphs is not
geodesically convex, due to the fact that geodesics may branch. This is illustrated by an explicit example,
which we reproduce here numerically, both for the case with and without vertex dynamics, and for the
graph topology depicted in Figure 1. As initial and final data we chose

ρ0
e (x):=

{
1[0,0.4](x), e = e1,

0, e = e2, e3,
and ρ1

e (x):=
{

0, e = e1,
1
2
1[1−0.4,1](x), e = e2, e3,
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Algorithm 1: Primal-dual algorithm for the solution of the optimal
transport problems.

Input : u(0), φ(0), itmax, λ, σ, A, b, δ
Output: u∗, φ∗

1 Initialize ū(0) = u(0) and l = 0;
2 for i = 0 to itmax do
3 φ(i+1) = proxσi∗δ

(φ(i) + σAū(i));
4 u(i+1) = proxλh(u(i) − λA∗φ(i+1));
5 ū(i+1) = 2u(i+1) − u(i);
6 if convergence then
7 u∗ = u(i+1);
8 φ∗ = φ(i+1);
9 break

10 end
11 end

ν1 ν2

ν3

ν4

e1

e2

e3

δS (e1) = ν1 δS (e2) = ν2 δS (e3) = ν2

δE (e1) = ν2 δE (e2) = ν3 δE (e3) = ν4

Figure 1. Sketch of the graph used in the first example for branching geodesics. Here, no in- or outflux
via the boundary is assumed (i.e. ∂+V = ∂−V = ∅).

and, in the case when we allow for a vertex dynamic,

γ 0
ν

= γ 1
ν

= 0 ∀ν ∈ V .

The results are depicted in Figures 2 and 3 for the case without and with vertex dynamics, respec-
tively. One can observe that with explicit vertex dynamics, the transport over the vertex is slowed down,
delaying the whole transport.

6.4. Example 2: Time-dependent in- and outflow

In this example, we study the influence of time-dependent boundary conditions on the solutions of the
resulting transport problem with the corresponding vertex dynamics given in definition 3.1, combined
with (TD BC 1) and (TD BC 2).

Therefore, we fix the graph depicted in figure 4 and set

∂+V = {ν1}, ∂−V = {ν3, ν4}, and
◦
V= {ν2}.

For initial and final data we chose

ρ0
e1

= ρ0
e2

= ρ0
e3

= ρ0
e4

= 0.225 as well as γ 0
ν2

= 0.1, γ 1
ν3

= 0,

and

ρ1
e1

= ρ1
e2

= ρ1
e3

= 0, ρ1
e4

(x) = c1e
− (x−1/2)2

(0.2)2 as well as γ 1
ν2

= 0.4, γ 1
ν3

= 0,
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Figure 2. Branching geodesic without vertex dynamic: Snapshots of the dynamics of the densities ρe at
different times.

Figure 3. Branching geodesic with vertex dynamic: Snapshots of the dynamics of the densities ρe and
γν at different times.

ν1 ν2

ν3

ν4

e1

e2

e3

e4

δS (e1) = ν1 δS (e2) = ν2

δE (e1) = ν2 δE (e2) = ν3

δS (e3) = ν2 δS (e4) = ν3

δE (e3) = ν4 δE (e4) = ν4

Figure 4. Sketch of the graph used in the second example. We set ∂+V = {ν1}, ∂−V = {ν3, ν4} and
◦
V= {ν2}.
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Figure 5. Snapshots of the dynamics of the densities ρe and γν with symmetric boundary conditions
(InOutSym) at different times.

Figure 6. Snapshots of the dynamics of the densities ρe and γν with asymmetric boundary conditions
(InOutAsym) at different times.

where c1 is chosen such that the total mass is normalized to 1. For in- and out-flow we consider two
cases:

sG
ν1

(t) = t and dG
ν3

(t) = dG
ν4

(t) = 1

2
t, (InOutSym)

as well as

sG
ν1

(t) = t, dG
ν3

(t) = 0 and dG
ν4

(t) = t. (InOutAsym)

Note that the values for γν3 are only needed in the asymmetric case. The respective results, evaluated
at different time steps, are depicted in Figure 5 (for (InOutSym)) and 6 (for (InOutAsym)), respectively.
The results show that when only one vertex is an outflow vertex, the mass necessary to obtain the final
configuration is predominantly transported via the other edge.
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7. Conclusion

This paper gives a detailed introduction in the modelling of gas networks as oriented metric graphs,
including two different types of coupling conditions at vertices (one which allows for storing gas in
vertices, and one which does not) as well as two different kinds of boundary conditions (enabling gas
entering and exiting the network as supply and demand). With this setup, we thoroughly investigate mass
conservation properties on the network for given initial, final and boundary data and formulate various
transport type problems on metric graphs.

Furthermore, we generalize the dynamic formulation of the 2-Wasserstein metric in [8], to general p
and we also include the before mentioned time-dependent and time-independent boundary conditions
in the formulations. We then utilize the presented p-Wasserstein metrics to derive gradient flows and for
the case p = 3 we recover the (ISO3) gas model, which is a particularly interesting result. Moreover, we
highlight some difficulties in defining appropriate potentials on metric graphs, when going from a single
edge to a simple connected graph, which naturally occur in the study of vanishing diffusion limits.

In the last section of the paper, we present some numerical results based on a space-time discretization
called primal-dual gradient scheme, which allows us to compute solutions of the presented optimal
transport problems for different coupling and boundary conditions. These examples give insights into
how gas storage at interior vertices as well as vertices responsible for the supply of the network or for
meeting demands, affect the dynamics of the network and thus the optimal transport solution.

Concerning future work, we are aiming at generalizing the results of [8] and [14], which proof the
existence of minimizers for the p-Wasserstein metrics in the case of p = 2, no boundary vertices and in
[14] with at interior vertices. Furthermore, an extension to mixture models (for instance a mix of natural
gas and hydrogen) constitutes an interesting research opportunity as well.
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A Appendix

Coupled measures
A detailed introduction of coupled measures on a subset of edges or subset of vertices on the graph is
given by the following definition.

Without loss of generality, we will assume, that the vertices V are ordered in such manner, that there
exist indices o, θ ∈ {0, 1, . . . n} with o ≤ θ such that:

∂+V = {ν1, ν2, . . . νo} ,

∂−V = {νo+1, νo+2, . . . νθ} ,
◦
V = {νθ+1, νθ+2, . . . νn} .

Definition A.1 (Coupled measures on graphs). On a graph G = (V , E), we define coupled mass
measures, either on all edges or a subset of or all vertices, as

M+ (E) :=M+ (e1) ×M+ (e2) × · · · ×M+ (em)

and

M+
(
∂+V

)
:=M+ (ν1) ×M+ (ν2) × · · · ×M+ (νo) ,

M+
(
∂−V

)
:=M+ (νo+1) ×M+ (νo+2) × · · · ×M+ (νθ ) ,

M+
( ◦
V
)

:=M+ (νθ+1) ×M+ (νθ+2) × · · · ×M+ (νn) .

Moreover, for a fixed time point t ∈ [0, T], by Mt
+ (E) we define

Mt
+ (E) :=Mt

+ (e1) ×Mt
+ (e2) × · · · ×Mt

+ (em)
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and

Mt
+
(
∂+V

)
:=Mt

+ (ν1) ×Mt
+ (ν2) × · · · ×Mt

+ (νo) ,

Mt
+
(
∂−V

)
:=Mt

+ (νo+1) ×Mt
+ (νo+2) × · · · ×Mt

+ (νθ ) ,

Mt
+
( ◦
V
)

:=Mt
+ (νθ+1) ×Mt

+ (νθ+2) × · · · ×Mt
+ (νn) .

In a similar manner, for measures without non-negativity constraints, we define

M (E) =M (e1) ×M (e2) × · · · ×M (em)

and

M
( ◦
V
)

=M (νθ+1) ×M (νθ+2) × · · · ×M (νn) .

Therefore, the initial and final densities for a given optimal transport problem are given as coupled
measures:

• Mass densities:

ρ0:= (ρe1

∣∣
t=0

, ρe2

∣∣
t=0

, . . . ρem

∣∣
t=0

) ∈M0
+ (E)

ρT := (ρe1

∣∣
t=T

, ρe2

∣∣
t=T

, . . . ρem

∣∣
t=T

) ∈MT
+ (E)

• Vertex mass densities:

γ0:=
(
γνθ+1

∣∣
t=0

, γνθ+2

∣∣
t=0

, . . . γνn

∣∣
t=0

) ∈M0
+
( ◦
V
)

γT := (γνθ+1

∣∣
t=T

, γνθ+2

∣∣
t=T

, . . . γνn

∣∣
t=T

) ∈MT
+
( ◦
V
)

• Source and sink vertex mass densities:

S0:= (Sν1

∣∣
t=0

, Sν2

∣∣
t=0

, . . . Sνo

∣∣
t=0

) ∈M0
+
(
∂+V

)
ST := (Sν1

∣∣
t=T

, Sν2

∣∣
t=T

, . . . Sνo

∣∣
t=T

) ∈MT
+
(
∂+V

)
D0:=

(
Dνo+1

∣∣
t=0

, Dνo+2

∣∣
t=0

, . . . Dνθ

∣∣
t=0

) ∈M0
+
(
∂−V

)
DT := (Dνo+1

∣∣
t=T

, Dνo+2

∣∣
t=T

, . . . Dνθ

∣∣
t=T

) ∈MT
+
(
∂−V

)
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