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Abstract. Katok [Lyapunov exponents, entropy and periodic points of diffeomorphisms.
Publ. Math. Inst. Hautes Etudes Sci. 51 (1980), 137-173] conjectured that every C?
diffeomorphism f on a Riemannian manifold has the intermediate entropy property, that
is, for any constant ¢ € [0, hwp(f)), there exists an ergodic measure u of f satisfying
h,(f) = c. In this paper, we obtain a conditional intermediate metric entropy property
and two conditional intermediate Birkhoff average properties for basic sets of flows
that characterize the refined roles of ergodic measures in the invariant ones. In this
process, we establish a ‘multi-horseshoe’ entropy-dense property and use it to get the
goal combined with conditional variational principles. We also obtain the same result for
singular hyperbolic attractors.
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1. Introduction

In [22], Katok showed that every C'*¢ diffeomorphism f in dimension 2 has horseshoes
of large entropies. This implies that the system has the intermediate entropy property, that
is, for any constant ¢ € [0, hwp(f)), there exists an ergodic measure p of f satisfying
hu (f) = ¢, where hyop(f) is the topological entropy of f and £, (f) is the metric entropy
of . Katok believed that this holds in any dimension. In the last decade, a number of
partial results on the intermediate entropy property have been obtained, see [10, 17, 21, 23,
24,26, 27, 32, 35, 37].

Conjecture 1.1. (Katok) Every C? diffeomorphism f on a Riemannian manifold has the
intermediate entropy property.

Check f
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In [36], the authors consider the intermediate Birkhoff average. To be precise, they
proved that if f: X — X is a continuous map over a compact metric space X with the
periodic gluing orbit property, then there is an ergodic measure py, € M(f, X) such that
| g due = « for any continuous function g : X — R and any constant « satisfying

inf /gdu<a< sup /gdu,
neM(f.X) neM(f,X)

where M(f, X) is the set of all f-invariant probability measures. (The author obtained the
same result for the asymptotically additive functions, readers can refer to [36] for details.)

Imitating the relationships between extremum and conditional extremum, variational
principle, and conditional variational principle, we consider the following question.

Question 1.1. Under certain restricted conditions, do the intermediate entropy property
and intermediate Birkhoff average property hold?

In fact, a certain restricted condition determines a subset of M(f, X). So in other
words, Question 1.1 means that given a subset F of M(f, X), does one have

{hu(f):MEF}:{hu(f):ManMerg(fs X)} (L)

and
{/gd,u:,ueF}:{/gdu:,ueFﬂMerg(f,X)}? (1.2)

Here Moo (f, X) is the set of all f-invariant ergodic probability measures.

It is clear that Question 1.1 can only be true under some suitable restricted condition
or some suitable F'. For example, if F N Meg(f, X) = #, then Question 1.1 is obviously
false. When F = M(f, X), equation (1.1) is true for every C'*¢ diffeomorphism f in
dimension 2 [22] and equation (1.2) is true for a system satisfying the periodic gluing
orbit property [36]. In the two proofs, a basic requirement is that Me (f, X) is dense in
M(f, X). So we believe that a suitable F’ should satisfy the following properties:

(1) Meg(f, X)N Fisdensein F;
(2) Fis convex.

We will see that the following two sets satisfy items (1) and (2) for hyperbolic sets:
Fie)={n e M(f.X):hu(f)=c}, F5(a)= {u e M(f,X): f gdu= a},

where ¢ € [0, hiop(f)) and infuer(rx) [ g dp < @ < sup,cpqcr.x) [ & di. Addition-
ally, for two continuous functions g, &, we will consider whether the following three
equalities hold: a conditional intermediate entropy property

{hu(f) s € F5 @) = {hu(f) s 1 € F5 (@) N Mexg(f, X)), (1.3)
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and two conditional intermediate Birkhoff average properties

{/ gdu:pe Fl(C)} = {/ gdu:p e Fi(c) N Merg(f, X)}, (1.4)

{/ hdw:pe Fzg(a)} = {/ hdup:p € Fy(a) N Meg(f, X)}. (L.5)

Note that if the following two sets are equal,

Int{(/ gdu, hu(f)> t e M(f, X)},

Int{(f gdu, h,u(f)) D€ Merg(f, X)}’

then equations (1.3) and (1.4) hold except extremums for any c € [0, hp(f)) and
infuepm(rx) g du < @ < sup,cpq(r.x) [ & din. Additionally, if the following two sets

are equal,
Int{(/gdu,/hdu) :,ue/\/l(f,X)},
Int{(/gd,u,/hdu) P € Merg(f, X)},

then equation (1.5) holds except extremums for any inf,epmrx) [gdp <a <
SUpuer(r.x) | & di-

In this paper, we are interested in flows. We first recall some notions of flows. Let
Z7T (M), r = 1, denote the space of C"-vector fields on a compact Riemannian manifold
M endowed with the C” topology. For X € 27" (M), denote by qb,X or ¢, for simplicity the
C"-flow generated by X and denote by D¢, the tangent map of ¢,. Given a vector field
XeXx! (M) and a compact invariant subset A of the C Iflow ® = (¢¢)ser generated by
X, we denote by C(A, R) the space of continuous functions on A. The set of invariant
(respectively ergodic) probability measures of X supported on A is denoted by M (P, A)
(respectively Meg(®, A)), and it is endowed with the weak*-topology. We denote by
h,(X) or hy,(®) the metric entropy of the invariant probability measure u € M(P, A),
defined as the metric entropy of © with respect to the time-1 map ¢>1X of the flow. Let d* be
a translation invariant metric on the space M (P, A) compatible with the weak* topology.
We focus on the following question for flows in the present paper.

Question 1.2. For every flow (¢;);cr generated by a typical vector field X, and two

continuous functions g, £ on a compact invariant subset A of the C U flow (¢)reRr, do
the following two equalities hold:

ImK/ng’ h"@)) e M@, A)} =Im{</8du, hu(CD)) L€ Merg(®, A)}

and

Im{(/gcm,/hdu) :M€M<d>, A)}:Int{(/gdu,/hdﬂ) Z,uEMerg<<I>, A)]?
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We will answer this question partially for hyperbolic flows and singular hyperbolic
flows.

Definition 1.3. Given X € 2 (M), an invariant compact set A is called a basic set if it is
transitive, hyperbolic, and locally maximal; is not reduced to a single orbit of a hyperbolic
critical element; and its intersection with any local cross-section to the flow is totally
disconnected.

Given a continuous function g on a compact invariant subset A of the C! flow (¢1)scr,
denote L, = {f gdu:pne M(®, A)}. Forany a € L, denote

Mg(a) = {u e M(®, A): / gdu = oz}, Mg® () = Mg(et) N Merg (P, A)
and
Mg" () = {1t € Mg(@) : hy(®) = suplhy(P) : v € Mg(@)}},
Then M, () is a closed subset of M(®, A) and thus
sup{/, (®) : v € My()} = max{/r, () : v € My(a)}

for any o € L, if the entropy function M(®, A) > u +— h,(P) is upper semi-continuous.
For a probability measure i € M(®P, A), we denote the support of i by

Sy :={x € A: u(U) > 0 for any neighborhood U of x}.

Now we state our first main result.

THEOREM A. Let X € 21 (M) and A be a basic set of X. If g is a continuous function
on A, then for any a € Int(Lg), any u € Mg(ar) \ M;Op(a), any 0 < ¢ < hy,(®), and any
£ >0, there is v € M;rg(oe) such that d*(v, n) < ¢ and h,(®) = c. Moreover, for any
a € Int(Lg) and 0 < ¢ < max{h, () : u € Mg(a)}, the set {u € Mg (@) : hy () =c,
Sy = A} isresidual in {jn € Mg(a) : hy(P) > c}.

Remark 1.4. Let X € 2 (M) and A be a basic set of X. For a continuous function g,
let g; = f(; g(¢-(x)) dr, then (g;);>0 is an additive family of continuous functions. So let
x =0and d = 1 in Theorem 4.1(iv), we have

Im{(/g e h"(q’)> e M, A)} = Im{( / g du. hu(¢)> 1€ Merg(®, A)}.
(1.6)

We draw the graph of ( [gdu,h M(CD)) in Figure 1. Then by equation (1.6), every point

in the interior of the region can be attained by ergodic measures. From equation (1.6), we
obtain one conditional intermediate metric entropy property:

Int{hu(dﬂ P € Merg (P, A) and / gdu = oc}

= Int{hﬂ(QD) ‘€ M(®, A) and /g du = Ol},
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h(®)

FIGURE 1. Graph of ( [ g du, hy, (®)).

and one conditional intermediate Birkhoff average property:
Int{/ gdu: it € Merg(®, A)and by (®) = c}
= Int{/ gdu:pue M@, A)and by (P) = c}
for any € Int(Lg) and any ¢ € (0, hyop(A)).

Remark 1.5. Given X € 2Z''(M) and an invariant compact set A, M(®P, A) is said
to have entropy-dense property if for any ¢ > 0 and any pu € M(®, A), there exists
U € M (P, A) satisfying

d*(n,v) <e and hy(®) > hy,(P) —e.

Given a continuous function g on A, we say M (P, A) has entropy-dense property with the
same g-level if for any « € Int(Lg), any u € M, (c), and any & > 0, there is v € M;’rg(a)
such that

d*(n,v) <e and h,(®) > h,(P) —e.

By Theorem A, if A is a basic set of X and g is a continuous function on A, then M(®, A)
has entropy-dense property with the same g-level. Moreover, we can choose v € M§rg (o)
such that d* (i1, v) < & and i, (D) = h, () if 1 € Mg(a) \ Mg ().

Given two continuous functions g, 4 on a compact invariant subset A of the C! flow
(#1):cr, We denote

Lg,h:{(/gd,u,/hdu) :MGM(QD,A)}.
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Then L 4 is a non-empty convex compact subset of R?. Forany o € L ¢.h» denote

Mg () = {/L e M(®,A): (/gdu,/hdu> =a}, M;f,f(a)
= g,h(a) N Merg(q)7 A).

Now we state our second main result.

THEOREM B. Let X € 2" (M) and A be a basic set of X. If g, h are continuous functions
on A, then for any a € Int(Lgp,), any € Mgy (a), and any ¢ > 0, there is v € MZE(O[)
such that d*(v, u) < ¢. Moreover, for any a € Int(Ly 1), the set {1 € M;ff(a) 1S, = A}
is residual in Mg, (ct).

Remark 1.6. Let X € &! (M) and A be a basic set of X. If g, h are continuous functions
on A, then by Theorem B, we have

Int{(/gdpc,/hdu) € M(D, A)} :Int{(/gdu,/hdpc) P UEMerg (D, A)}.

Then we obtain a conditional intermediate Birkhoff average property:
Int{/ hdu:pu € Me(P, A) and / gdpu = oc}

=Int{/hdﬂzu € M(®, A) and /gd,u:oz}
for any a € Int(Ly).

In the process of proving Theorems A and B, there are two keypoints: ‘multi-horseshoe’
entropy-dense property (see Theorem 2.5) and conditional variational principles (see
Theorems 3.5 and 3.7) proved by Barreira and Holanda in [5, 20].

1.1. Outline of the paper. In §2, we introduce ‘multi-horseshoe’ entropy-dense property
for flows and prove that it holds for basic sets. In §3, we recall non-additive thermodynamic
formalism for flows, give abstract conditions on which the results of Theorems A and B
hold in the more general context of asymptotically additive families of continuous
functions. In §4, using the ‘multi-horseshoe’ entropy-dense property, we show that the
abstract conditions given in §3 are satisfied for basic sets, and thus we obtain Theorems A
and B. In §5, we consider singular hyperbolic attractors and give corresponding results on
Question 1.2.

2. ‘Multi-horseshoe’ entropy-dense property
In this section, we introduce the ‘multi-horseshoe’ entropy-dense property and prove it
holds for basic sets. We first recall the definition of hyperbolicity.

Definition 2.1. Given a vector field X € 2~ (M), a compact ¢;-invariant set A is
hyperbolic if A admits a continuous D¢,-invariant splitting TAM = E* & (X) & E",
where (X) denotes the one-dimensional linear space generated by the vector field, and
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E’ (respectively E") is uniformly contracted (respectively expanded) by D¢y, that is to
say, there exist constants C > 0 and 1 > 0 such that for any x € A and any ¢t > 0:

e ||Dg;(v)|| < Ce | v| for any v € E*(x); and

o |[Dp_;(v)|l < Ce ™ |lv| forany v € E"(x),

for any x € A and t > 0. A hyperbolic set A is said to be locally maximal if there exists
an open neighborhood U of A such that A =), <r ¢ (U)).

Now we give the definition of a horseshoe.

Definition 2.2. Given X € 2°'(M) and a hyperbolic invariant compact set A, we call A a
horseshoe of ¢, if there exists a suspension flow f; : A, — A, over a transitive subshift
of finite type (A, o) with a Lipschitz roof function p and a homeomorphism 7z : A, — A
suchthat w o f; = ¢, o 7.

Remark 2.3. Lipschitz continuity of p is used in Lemma 3.1.

For any m € N and {v;}/L, € M(®, A), we denote the convex combination of
{vi :nzl by

m m
cov{v}iL := { Zeiu,- 16, €[0,1],1 <i <mand Zei = 1},
i=l i=1
For any non-empty subsets of M(®, A), A and B, we denote the Hausdorff distance
between them by

dy (A, B) := max { sup inf d*(x, y), sup inf d*(y, x)].
xeA Y€ yeB €A
We denote by hiop(A) the topological entropy of A, defined as the topological entropy of
A with respect to the time-1 map ¢ of the flow.

Definition 2.4. Given X € 2 (M) and an invariant compact set A, let A" C M(®, A)
be a non-empty set. We say A satisfies the ‘multi-horseshoe’ entropy-dense property on N
(abbreviated ‘multi-horseshoe’ dense property) if for any F = cov{u;}";, € N and any
n, ¢ > 0, there exist compact invariant subsets A; € ® C A such thatforeach 1 <i < m:
(1) A; and © are horseshoes;

(2)  hiop(Ai) > hy,; (X) — 1 and consequently, hop(©) > sup{h,(X) : k € F} —n;

(3) du(F, M(®,0)) < ¢, du(pi, M(®, Aj)) <¢.

For convenience, when N = M(®, A), we say A satisfies the ‘multi-horseshoe’
entropy-dense property.

THEOREM 2.5. Let X € 2’ Y (M) and A be a basic set of X. Then A satisfies the
‘multi-horseshoe’ dense property.

We will prove Theorem 2.5 by three steps. In the process, we give various versions
of ther ‘multi-horseshoe’ dense property on transitive subshifts of finite type, suspension
flows over transitive subshifts of finite type, and basic sets.
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2.1. Transitive subshifts of finite type. For a homeomorphism f : K — K of a compact
metric space (K, d), we denote by M(f, K) the space of f-invariant probability measures.
Additionally, let hop(f, A) denote the topological entropy of an f-invariant compact set
A and h,, (f) denote the metric entropy of an f-invariant measure. In [15], a result on the
‘multi-horseshoe’ dense property of homeomorphisms was obtained.

THEOREM 2.6. [15, Theorem 2.6] Suppose a homeomorphism f : K — K of a compact

metric space (K, d) is transitive, expansive, and satisfies the shadowing property. Then for

any F = cov{u; ;"Zl CM(f,K),any x € K, and any n, ¢, e > 0, there exist compact

invariant subsets A; € & C K such that for each 1 <i < m:

(1) (A, fla;,) and (B, flg) are transitive, expansive, and satisfy the shadowing
property;

(2)  hiop(fs Ai) > hy; (f) —n and, consequently, hiop(f, B) > sup{h(f) : k € F} —n;

(3) du(F, M(f,8)) <¢ du(pi, M(f, Ai) <¢;

(4) there is a positive integer L such that for any 7 € E, one has d(fj+'"L (2), x) < ¢ for
some (O < j <L —1andanym € Z.

Let k be a positive integer. Consider the two-side full symbolic space

o0
=[O 1. k=1,
—0oQ

and the shift homeomorphism o : ¥ — X defined by

(0 (W)n = W41,

where w = (w,)%,,. A metric on X is defined by d(x, y) = 27" if m is the largest positive
integer with x,, = y, for any |n| < m, and d(x, y) = 1 if xg # yo. If A is a closed subset
of ¥ with 6(A) = A, then o|a : A — A is called a subshift. We usually write this as
o : A — A.Asubshifto : A — A issaid to be of finite type if there exists some positive
integer N and a collection of blocks of length N + 1 with the property that x = (x,)> €
A if and only if each block (x;, . .., x;4n) in x of length N + 1 is one of the prescribed
blocks.

Recall from [38] a subshift satisfies the shadowing property if and only if it is a subshift
of finite type. As a subsystem of two-side full shift, it is expansive. So we have the
following corollary.

COROLLARY 2.7. Suppose o : A — A is a transitive subshift of finite type. Then for

any F = cov{u;}iL, S M(o, A), any x € A, and any n, ¢, & > 0, there exist compact

invariant subsets A; € E C A such that for each 1 <i < m:

(1) (A, 0la;) and (E, o|g) are transitive subshifts of finite type.

(2)  hiplo, Ay) > hy, (o) — n and consequently, hyop(o, E) > sup{h, (o) : k € F} —n;

(3) du(F, M(o, B)) < ¢, du(pi, M(o, Ay)) < ¢;

(4) there is a positive integer L such that for any z € 8, one has d(c/tmL(z), x) < & for
some (0 < j <L —1andanym € Z.
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2.2. Suspension flows over transitive subshifts of finite type. Let f: K — K be a
homeomorphism on a compact metric space (K, d) and consider a continuous roof
function p: K — (0, +00). We define the suspension space to be

Ky ={(x,s) € K x[0,400): 0 <5 < p(x)}/ ~,

where the equivalence relation ~ identifies (x, p(x)) with (f(x), 0) for all x € K. Denote
7 the quotient map from K x [0, +00) to K,. We define the suspension flow over
f: K — K with roof function p by

fi(x,8) =m(x,s +1).

For any function g: K, — R, we associate the function ¢, : K — R by

p(x)
Pg(x) = /0 g(x, 1) dt.

Since the roof function p is continuous, @, is continuous as long as g is. Moreover, to each
invariant probability measure u, we associate the measure (i, given by

d

/ gw%=lﬁﬁ—ﬁ forall g € C(K,. R).
K, f[( pdu

Observe that not only the measure ., is §-invariant (that is, p,( fflA) = wp(A) for all

t > 0 and measurable sets A), but also using that p is bounded away from zero, the map

R: M(f,K)— M(5, K,) givenby pu+— pu,

is a bijection. Abramov’s theorem [1, 31] states that hﬂﬂ & =hu(f)/ f p du and hence,
the topological entropy hop () of the flow satisfies

hu(f)
[pdu

Throughout, we will use the notation ® = (¢,), for a flow on a compact metric space and
$ = (fy); for a suspension flow.

Consider a suspension flow f; : A, — A, over a transitive subshift of finite type
(A, o) with a continuous roof function p. A metric on A is defined by d(x, y) =27"
if m is the largest positive integer with x, = y, for any |n| < m, and d(x,y) =1 if
xo # yo. There is a natural metric da s known as the Bowen—Walters metric and we
have da,((x, 0), (y,0)) = d(x, y) for any x, y € A by [6]. Now we state a result on the
‘multi-horseshoe’ dense property of suspension flows.

htop(&) = Sup{hup(g): Mp € M3, Kp)} =sup { w e M(f, K)}

PROPOSITION 2.8. Suppose f; : A, — A, is a suspension flow over a transitive subshift

of finite type (A, o) with a continuous roof function p. Then for any F = cov{u, ;":J -

M, Ap),any x € A, and any n, £, & > 0, there exist compact §-invariant subsets A’p -

8, C A, such that foreach 1 <i < m:

e)) ft|A§) : Ai) — A}, and filg, : B, — E, are suspension flows over transitive sub-
shifts of finite type (A;, o|a;) and (8, o|g) with the roof function p;

2) htop(Alp) > h% (8) — n and consequently, hiop(Ep) > sup{h,(§) : k € F} —1;
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(3) du(F, M(3, B))) < &, du(ply, M(F, AD)) < ¢;
(4) for any z € E, there is an increasing sequence {tm};;o:o_oo such that f;,((z,0)) €

A x {0}, da,(f1,((z,0)), (x,0)) <& for any meZ, and limy_ 1o tm =
limy;—s —0o —t = +00.

Proof. Each §-invariant probability measure ,ufo is determined by a o -invariant probability

measure ;. Take £, 7 > 0 small enough such that if i, v € M (o, A) satisfies d*(u, v) < z,
then one has

pdp 27
d*(R(w), R(v)) < ¢ and /—(hR S — —+
[ pdv "W [ pdu
For the F = cov{ui}iﬂzl C M(o,A),x € A and 7, E, & > 0, by Corollary 2.7, there exist
compact invariant subsets A; € 2 C A such that foreach 1 <i < m:

) > hRgy(@) — 1. (21)

(@) (Aj,0la;)and (E, o|g) are transitive subshifts of finite type;

(b)  hiplo, A;) > hy,; (o) — 7 and consequently, hiop (0, E) > sup{h, (o) 1k € F} —17;
© du(F, M(o, 8) < ¢, du(ui, Mo, M) < &;

(d) there is a positive integer L such that for any z € E, one has d(o/ "L (z), x) < & for

some0 < j<L—1andanym € Z.

Then by items (a) and (d), we have items (1) and (4). By equation (2.1) and item (c),
we have dH(M;, M(F, Ai))) < ¢ and thus F is contained in the ¢-neighborhood of
M(F, E)). Note that for any §; € [0, 1] with > _/" , 6; = 1, one has

R(i“b) S RN Y
i=1 . = Xm0 [ pdu; l

So M(S, E,) is contained in the ¢-neighborhood of F and thus we have item (3).
By the variational principle of the topological entropy, there is v; € M(o, A;) such that
hy (o) > htop(o', Ap)—1n > hy (o) — 27n. Then

: hy () [ pdu 2i)
hiop(AL) > hrq, = — <\ hy — h i -
on() = ) @) = > T (i ® fpdm)> MGE
by equation (2.1). We obtain item (2). O

2.3. Basic sets and proof of Theorem 2.5. Following the classical arguments of Bowen

[7, 8] on Axiom A vector fields, every basic set is semi-conjugate to a suspension flow

over a transitive subshift of finite type with a continuous roof function. Now we recall

some basic results from [7, 8]. Readers can also see [6].

Given X € 2! (M) and a basic set A, by [8, Theorem 2.5], there is a family of closed

sets Ry, . . ., Ry and a positive number « so that the following properties hold:

(D A =Urepea @ Uiz R

(2) there exists a transitive subshift of finite type (A, o) and a continuous and onto map
A~ Ule R; such that m oo = T o s (T is the transfer map whose definition
will be recalled later);

(3) m is one-to-one off | J,,.7, o (! (U{;] OR;})).

https://doi.org/10.1017/etds.2023.110 Published online by Cambridge University Press


https://doi.org/10.1017/etds.2023.110

Conditional intermediate entropy and Birkhoff average properties 2267

By item (1), we define the transfer function 7 : A — [0, c0) by

k

7(x) = min {t >0:¢,(x) el Ri}.

i=1
There is a positive number 8 such that 7(x) > g for any x € A. Additionally, there is
a metric on A such that T o is Lipschitz. Let 7 : A — Ule R; be the transfer map
given by T (x) = ¢,(x)(x). The restriction of T to Ule R; is invertible and Uf:] R;
is a T-invariant set. We can obtain a suspension flow f; : A, — A, over the transitive
subshift of finite type (A, o) with Lipschitz roof function p = t o . Then we extend
to a finite-to-one surjection 7 : A, — A by m(x, s) = (¢s o w)(x) for every (x, s) € A.
We have

Tofi=¢iom

and 7 is one-to-one off | J,.p f (ﬂ_l(U;C:l aR;})).
The boundary of every R; consists of two parts d R; = 9°R; U 9*R;. Denote

k k
ASA = (]5[0’,),]( U 3SR,‘> and AY%YA = (]5[_0[’0]( U 8“R,~).

i=1 i=1
By [8, Proposition 2.6], one has ¢;(A*A) C A*A and ¢_;(A*A) C A"A for any ¢ > 0.
In fact, in the proof of [8, Proposition 2.6], it is also shown that

k k k k
T( U BSR,-> clJorR and 77! ( U 8”R,~) cl R (2.2)
i=1 i=1 i=1 i=1

Now we give the proof of Theorem 2.5.

Proof of Theorem 2.5. Let f; : A, — A, be the associated suspension flow of the basic
set A. Since 71’](Uf=1 0°R;) is a proper closed subset of A, then there is X € A and
& > 0 such that

k
B(%, %) N n—1< U BSRi) =0,
i=1

where B(x, &) ={y € A:d(x,y) < &}. L]

CLAIM 2.9. If there is a point z € A and an increasing sequence {tm},jfffoo so that

Jin((z,0)) € A x {0}, da,(f1,((z,0)), (X,0)) < & for any m € Z, and limy,— 4 o0 tyy =
liMy s oo —tm = 400, then z ¢ U,cz " (r (UK, 8R))).

Proof. Without loss of generality, we assume o!(2) en’l(Uf-;l 0°R;) for some
integer [ € Z. Then by equation (2.2), we have ot (z) e J'r_l(Uf»‘:1 d*R;) for any
n > 0. Note that f;, ((z,0)) € A x {0} implies there is an integer n, such that
Sf1,((z,0)) = (6" (2),0). So by limy_, oo tm = +00, there is an integer n, >
such that d(o""(z), X) =da,(f,((z,0)), (x,0)) <& This contradicts B(X, &) N
= (U, 95 R) = 0. O
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Fix F = cov{u;}/L; € M(®, A)andn, { > 0. Then thereis ji; € M(F, A,) such that
wi = fii o~ L. Since 7 is continuous, there is £ > O such thatd*(on ', Don~ 1) <¢
forNany i, v e M(F, Ap) with d*(j1, V) < z. For F = cov{{i; mC M(S, Ap), X and
n, ¢, € > 0, by Proposition 2.8, there exist compact §-invariant subsets A;J CE,CA,
such that foreach 1 <i < m:

@ fil A Afo — A; and fi|g, : ) = E, are suspension flows over transitive sub-
shifts of finite type (A;, o|a,;) and (&, o|z) with the roof function p;

(b) htop(AL) > hj,; (§) — n and consequently, /10p(Ep) > sup{h(3) : k € F} —n;

© du(F, M. Ep) < &, du (i M3, AL)) < ;

(d) for any z € E, there is an increasing sequence {tm}Z":o_oo such that f; ((z,0)) €
A x {0}, da,(f1,((z,0)), (x,0)) <& for any meZ, and limpy— ooty =
limy;—s — 0o —tn = +00.

By Claim 2.9 and item (d), we have

k
AN U o"(n_l<U BRl-)) =@ and EN
i=1

nez ne

k
(= (Uon)) =
7 i=1
Then

Abnl f,(nl<Q8Ri)) =¢ and E,n[J ﬁ(rrl(gaR[)) =0

teR teR

This implies 7 is one-to-one on Af;) and E,. So A; = JT(AfD) and ® = 7 (E,) are the
horseshoes we want. O

3. Asymptotically additive families and almost additive families

In this section, we consider Theorems A and B in the more general context of asymp-
totically additive families and almost additive families of continuous functions and give
abstract conditions on which the results of Theorems A and B hold.

3.1. Non-additive thermodynamic formalism for flows. In this subsection, we recall a
few basic notions and results on the non-additive thermodynamic formalism for flows.
Consider a continuous flow & = (¢;);er on a compact metric space (M, d). Let A C M
be a compact ¢;-invariant set. Given x € A and ¢, ¢ > 0, we consider the set

Bi(x, &) ={y € A :d(¢s(y), ps(x)) < ¢ forany s € [0, 1]}.

Moreover, let a = (a;);>0 be a family of continuous functions a; : A — R with tempered
variation, that is, such that

O,

lim lim sup
e—=>0 t—o0

)/[(a, 8) _
t

where

vi(a, &) = sup{la;(y) —a;(x)| : y € Bi(x,¢), x € A}.
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Given ¢ > 0, we say thatasetI' C A x ]R(J{ covers A if
U Bix.e) DA,
(x,r)el
and we write
a(x,t,e) =sup{a;(y) : y € Bi(x,¢e)} for(x,t)el.
For each ¢ € R, let

M(A,a,a,) = lim inf ) exp(a(x,t, &) — at) (3.1)
Toteo T her

with the infimum taken over all countable sets ' C A x [T, +00) covering A. When «
goes from —oo to +o0, the quantity in equation (3.1) jumps from +oo to O at a unique
value and so one can define

P, A,e) =infla e R: M(A, a,a, ) =0}.
Moreover, the limit

P(a, A) = lim P(a, A, ¢)
e—0

exists and is called the non-additive topological pressure of the family a on the set A.
We recall that a family of functions a = (a;);>0 on A is said to be almost additive with
respect to the flow (¢;);er if there is a constant C > 0 such that

—C+a+aso¢; <aps <ar+asop; +C

for every ¢, s > 0. Let A(P, A) be the set of all almost additive families of continuous
functions a = (a;);>0 on A with tempered variation such that

sup |latlloo < 00 for some s > 0.
tel0,s]

From [5, Proposition 4], the limit lim;_ oo 1/ f A @ dp exists for any a = (ar)r>0 €
A(®, A) and any u € M(P, A), and the function

1
M(D, A) > pu+— lim —f a; du (3.2)
t—oo t Jp

is continuous with the weak* topology. Let a = (a;);>0 € A(P, A). Then by [4,
Theorem 2.1 and Lemma 2.4], we have

1
P(a,A) = sup (hM(CD) + lim —/ a; du)
HEM(D.A) 1=t Jm

1
= sup hy(®) + lim - a; du ).
t—>oo t Sy

HEMerg(P.A)

(3.3)

A measure u € M(®P, A) is said to be an equilibrium measure for the almost additive
family a if

1
P(a, A) = h, (@) + lim —f a; dy.
t—o0o t M
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We say that a has bounded variation if for every k > 0, there exists ¢ > 0 such that
la;(x) —a;(y)| <k whenever y € B;(x, ).

Following the arguments of [4, §3.2], we have the following result on the uniqueness of
equilibrium measure for suspension flows.

LEMMA 3.1. Suppose f;: A, — A, is a suspension flow over a transitive subshift of
finite type (A, o) with a Lipschitz roof function p. Let a = (a;);>0 be an almost additive
Samily of continuous functions on A, with bounded variation such that P(a, A,) = 0 and
Sup; o] latllco < 00 for some s > 0. Then there is a unique equilibrium measure jiq
for a.

Proof. Define a sequence of functions ¢, : A — R by
cp(x) = Ap, (x) (x),

where p, (x) = Z?:_ol o (o (x)). Following the arguments of [4, §3.2], we have:
(1) ¢ = (cp)nen is an almost additive sequence of continuous functions, that is, there is
a constant C > 0 such that for every n, m € N, we have

—C+cn+cmoa"<cn+m<C‘+cn+cmoa";

(2) ¢ = (cp)neny has bounded variation, that is, there exists & >0 for which
Sup, ey Yu(c, &) < oo with

Yu(c, &) = sup{lca(x) — ca(M)| 1 x, y € A, d(c*(x), ¥ (y)) <efork=0,...,n};

(3) for any ergodic measure v € M(o, A) and u = R(v) (recall §2.2),

1 1
hy, (%) + lim —/ ardu = (hy(o) + lim —/ Cn dv)// o dv.
t—o00 t A,, n—oon Ja A

By item (3), we have h,(§) + lim; oo (1/1) pr a;dp =0 if and only if h,(o) +
lim;,_, 5 (1/1) fA ¢p dv = 0. Since P(a, A,) = 0, then u is an equilibrium measure for a
if and only if v is an equilibrium measure for ¢ by equation (3.3).

It is proved in [15, Theorem 5.3] that for every homeomorphism which is transitive,
expansive, and has the shadowing property, and for every almost additive sequence of
continuous functions with bounded variation, there is a unique equilibrium measure. Recall
from [38] a subshift satisfies the shadowing property if and only if it is a subshift of
finite type. As a subsystem of a two-side full shift, it is expansive. Then there is a unique
equilibrium measure v, for ¢, and R(u.) is the unique equilibrium measure for a. ]

COROLLARY 3.2. Suppose fi: Ay, — A, is a suspension flow over a transitive sub-
shift of finite type (A, o) with a Lipschitz roof function p. Let a = (a;);>0 be an
almost additive family of continuous functions on A, with bounded variation such that
Sup;eo,s] latllco < 00 for some s > 0. Then there is a unique equilibrium measure [q
for a.
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Proof. For any t > 0, define
bt =da; — P(a)l

Then b is an almost additive family with bounded variation and satisfies sup,¢[o 5 161 [0 <
oo and P(b) = 0. For each F-invariant probability measure 1 on A, we have

1 1
—/a,d,u:—/b,d,u—P(a).
tJx rJx

This implies that a and b have the same equilibrium measures. Then by Lemma 3.1, we
complete the proof. O

LEMMA 3.3. Given X € 2 Y(M) and an invariant compact set A\, assume that there exists
a suspension flow f; 1 A, — A, over a transitive subshift of finite type (A, o) with a
Lipschitz roof function p, and a finite-to-one continuous surjection & : A, — A, such that
7w o f; = ¢y o . Then for every almost additive family of continuous functions a = (a;)r>0
on A with bounded variation such that sup,cg 51 lla|lcc < 00 for some s > 0, there is a
unique equilibrium measure [, for a.

Proof. Define a; =a; om for any t > 0. Since 7 is continuous, a = (d;);>0 iS an
almost additive family of continuous functions on A, with bounded variation and
sup;co.s] ldtlleo < 00. By Corollary 3.2, there is a unique equilibrium measure u; for
a. Since 7 is finite-to-one, we have hypor—1(P) = hy, (§) and thus

1 _1 A Y ~
hypom—1 (@) —i—tl_l)rgo " / ardugom™ = hy, (§) —|—t1_1)rglo " / ar du; = P(a) = P(a).
Then by equation (3.3), gz o w~! is an equilibrium measure for a. To show that the
measure is unique, suppose v is an equilibrium measure for a, and choose u € M(§, A,)
with £ o 7~ = v. Then

1 1
hy, (%) + lim —/Elt du = hy(®) + lim —/a, dv = P(a) = P(a).
t—>00 t t—00 t

1 1

Thus, @ = g by the uniqueness of pz. So v=pon™ " = puzom ' is the unique
equilibrium measure for a. O

Then we have the following theorem, combining §2.3 and Definition 2.2.

THEOREM 3.4. Given X € 2 '(M) and an invariant compact set A, if A is a basic set or
a horseshoe of ¢, then for every almost additive family of continuous functions a = (a;):>0
on A with bounded variation such that sup,cg 51 llallcc < 00 for some s > 0, there is a
unique equilibrium measure [, for a.

3.2. Conditional variational principles

3.2.1. Conditional variational principle of almost additive families. ~Consider a contin-
uous flow ® = (¢;);cr on a compact metric space (M, d). Let A C M be a compact
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¢;-invariant set. Let d € N and (A, B) € A(®, A)? x A(®, A)?, where
A=(a',...,a%) and B=(@®' ..., b9,
and a' = (af)teR and b = (bg)teR- Assume that

bi(x)

lim inf >0 and bi(x)>0 (3.4)
11— 00
foreveryi=1,...,d,xeA,andte]R.Givena:(ozl,...,ozd)eRd,wedeﬁne
d i
. ag(x)
Rap(@) = x€A: lim =2 =g}
A.8(@) O]{ B e }

We also define the map Py p : M(P, A) - Rby
[aldu [ al dy,)
[elaw " [olan)

Equation (3.2) ensures that the function P4 _p is continuous. Denote

Pap(n) = tl_i)rgo ( (3.5)

Lap ={Pas): pne M(®, M)}

Let E(®, A) C A(D, A) be the set of families with a unique equilibrium measure.
Define the sequence of constant functions u = (u;);>0 with u; =t for any ¢ > 0. In [5],
L. Barreira and C. Holanda give the conditional variational principle as the following
theorem.

THEOREM 3.5. [5, Theorem 9] Suppose that ® = (¢:);ecr is a continuous flow
on a compact metric space (M,d) and A C M is a compact invariant set such
that the entropy function M(®P, A) > puv> h,(P) is upper semi-continuous. Let
deN and (A, B) € A(D, A)d X A(D, A)d such that B satisfies equation (3.4) and
span{al, b, ..., a% be, u} S E(®,A). If « € Int(La,p), then Rap(a) # 0, and the
following properties hold.

(1) hwp(Ra,g(@)) satisfies the variational principle:

hiop(Ra,p () = max{h, () : u € M(®P, A) and Py p(n) = a}.

(2)  Thereis an ergodic measure jLg € M(®, A) with Pa p(iha) = &, o(Rap(®)) =1,
and

htop(RA,B (o)) = hp,a (D).

Remark 3.6. 1In fact, Barreira and Holanda in [5, Theorem 9] give the proof of Theorem 3.5
under the assumption d = 1. However, Barreira and Doutor in [3, Theorem 3] proved the
case of discrete time for any d > 1. Combining the two proofs, one can obtain Theorem 3.5
forany d > 1.

3.2.2. Conditional variational principle of asymptotically additive families. Let ® =
(¢1):<r be a continuous flow on a compact metric space (M, d) and A C M be a compact
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¢s-invariant set. A family of functions a = (a;);>¢ is said to be asymptotically additive
with respect to ® on A if for each ¢ > 0, there exists a function b, : A — R such that

t
az(x)—/o (be 0 @5(x)) ds

. 1
lim sup — sup
t—00 XeEA

<e&.

Let AA(®P, A) be the set of all asymptotically additive families of continuous functions
a = (as);>0 on A with tempered variation such that

sup |latlleo < 00 for some s > 0.
1€[0,5]

Proceeding as in [16], one can see that every almost additive family of functions is
asymptotically additive.

Now assume that & is expansive on A. Holanda in [20, Corollary 6] proved that for any
a = (a;)>0 € AA(D, A), there exists a continuous function b : A — R such that

1
lim —/ a;d/L:/ bdu
=00 t A A

for any u € M(®, A). This implies that the function

1
M(®, A) > u+— lim —/ a: du (3.6)
=00 t Ju
is continuous with the weak* topology. Let d € N and (A, B) € AA(®, A)¢ x
AA(®, A)?, where

A=@'...,a%) and B=®', ..., b9,

and @' = (a!);cr and b' = (b!),cr. Assume that

1 ,
lim - f bydu >0 forall u € M(®, A) 3.7
A

=00 t

with equality only permitted when

1 .
lim —/ a; du #0 (3.8)
t—>o0 t Ja
foreveryi =1,...,d.Givena = (1, ..., 04) € RY, we define

d i
. e o)
Rap(a) = ﬂ {x e A: tl_l)rgo b () = ocl}.
i=1 t
We also define the map P4 g : M(P, A) - Rby
[al du [ af dp
i s 7 . 3.9)
Jbldu J bl du
Equation (3.6) ensures that the function P4_p is continuous. Denote

Lapg ={Pap(u) : p e M(P, A)}.

Without using the uniqueness of equilibrium assumption, C. Holanda obtains a condi-
tional variational principle for asymptotically additive families of continuous functions.

Papp) = lim (
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THEOREM 3.7. [20, Theorem 11] Given X € & 1(M ) and an invariant compact set A,
assume that A is a basic set or a horseshoe of ¢;. Let d € N and (A, B) € AA(®, A)? x
AA(D, A)d satisfying equation (3.7). If o € Int(La,p), then Rap(a) # U, and the
following properties hold.

(1) hiop(Ra,p()) satisfies the variational principle:

hiop(Ra,B(@)) = sup{h, (P) : u € M(P, A) and Pa p(n) = a}.

(2) For any & >0, there exists an ergodic measure o € M(P, A) such that
Pap(pa) = o, pa(Rap(a)) = 1and

|htop(RA,B(05)) - hua(CD)| < €.

Remark 3.8. Using the work of Climenhaga [11, Theorem 3.3] and Cuneo [13, Theorem
1.2], and the conclusion that every Holder continuous function has a unique equilibrium
measure with respect to the map 7T (recall that T is the transfer map, see §2.3), Holanda
in [20, Theorem 11] gives the proof of Theorem 3.7 under the assumption d = 1 and
A is a mixing basic set. However, [11, Theorem 3.3] is stated for any d > 1 and by [9,
Example 2], every Holder continuous function has a unique equilibrium measure with
respect to the map 7 when A is just a transitive basic set. So one can obtain Theorem 3.7
for any d > 1 and any basic set A. When A is a horseshoe of ¢;, we can verify the results
also hold following the argument of [20, Theorem 11].

3.3. Abstract conditions on which Theorems A and B hold. Let ® = (¢,);cr be a
continuous flow on a compact metric space (M, d), and A C M be a compact ¢;-invariant
set. Assume that ® is expansive on A. Letd € Nand (A, B) € AA(D, A x AA(D, A)?.
For any o € L4 p, denote

Map(a) ={u € M(®, A) : Pap(p) =al,
M/e‘r»% (@) = {n € Merg(®, A) : Pap(p) = a}.

Then M4 p(w) is closed in M (P, A) since the map P4 p is continuous.

Let x : M(®, A) — R be a continuous function. We define the pressure of x with
respect to o by P(®, x, u) = h,(P) + x (). Now we give a result in the context of
asymptotically additive families.

THEOREM 3.9. Suppose that ® = (¢;):cR is a continuous flow on a compact metric space

(M, d),and A C M is a compact invariant set such that ® is expansive on A. Letd € N

and (A, B) € AA(D, A)d x AA(D, A)d satisfying equation (3.7). Let x : M(®, A) —

R be a continuous function. Assume that the following holds: for any F = cov{u;}7_, C

M(D, A) and any n, ¢ > 0, there are compact invariant subsets A; € © C A such that

foreachi € {1,2,...,m}:

(1) foranya € Int(P4 p(M(P, ®))) and any € > 0, there exists an ergodic measure (L,
supported on © with Pa p(iq) = a such that |h,,(®) — H(P, a, ©)| < &, where
H(®,a, ©) =sup{h,(®) : u € M(P, ®) and Pap(n) = a}l;

(@) hop(Ai) > hy (D) — 15

() du(K, M(®,0)) < ¢, du(pi, M(®, Aj)) <¢.
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Then for any o € Int(L A p), any 1o € M4 p(), and any n, ¢ > 0, there is v € MiigB (o)
such that d*(v, po) < ¢ and |P(®, x,v) — P(®, x, po)| < n.

For any @ € L4 g, denote
Hag(®, x,a) =sup{P(®, x, u) : u € Ma,p(a)}.
In particular, when y = 0, we write
Hy p(®, o) = Hp p(P, 0, a) = sup{h,(P) : u € Ma,p(a)}.

We list two conditions for y :
(A1) forany py, o € M(®, A) with P(D, x, u1) # P(P, x, 12),

B@O) := P(P, x,0u1 + (1 —O)uy) is strictly monotonic on [0, 1]; (3.10)
(A2) forany pi, uy € M(®, A) with P(D, x, u1) = P(P, x, n2),
B©O) := P(P, x,0u1 + (1 —0)uy) is constant on [0, 1]. 3.11)

Now we give abstract conditions on which Theorems A and B hold in the context of
asymptotically additive families.

THEOREM 3.10. Suppose that ® = (¢;);cr is a continuous flow on a compact metric

space (M,d), and A C M is a compact invariant set such that ® is expansive on

A. Let d €N and (A, B) € AA(®, A)? x AA(P, A)? satisfying equation (3.7). Let

X : M(®P, A) —> R be a continuous function satisfying equations (3.10) and (3.11).

Assume that for any o € Int(La ), any po € Map(a), and any n,¢ > 0, there is

Ve Mjr’%;(a) such that d*(v, uo) < ¢ and |P(®, x,v) — P(®, x, no)l < n. If {u e

M(DP, A) : by (P) = 0} is dense in M(P, A), then we have the following.

(1) For any aeIn(Lag). any po€ Map(@), any maXuew,y@ X(W) < c <
P(¢, x, o), and any n, ¢ > 0, there is v € Mir’gB () such that d*(v, ug) < ¢ and
|P(D, x,v) —c| <n.

(2) For any a €Int(La ) and maxyem, ) X(W) < ¢ < Hap(®, x,a), the set
{un e Mzr’%(a) : P(®, x, n) =c}is residual in { € Mg p(a) : P(P, x, n) > c}.
If further there is an invariant measure i with S; = A, then for any a €
Int(L4 p) and maxyeMy p(e) x(n) <c < Hap(®, x, ), the set {u € Mzr,gB(oe) :
P(®, x,n) =c, S, = A}isresidual in {u € Mag(a) : P(D, x, n) > c}.

(3) The set {(Pap(u), P(®, x, ) : € M(®,A), o=7Pap(n) €Int(Lap),
maxemy 5 X (W) < P(P, x, n) < Hap(®, x, @)} coincides with {(Pa,p(w),
P(®, x,u):pne Merg(cpa A), o= pA,B(M) € Int(L 4, B), max, eMu g(a) x () <
P(®, x, ) < Ha (P, x, )}

Example 3.11. The function y : M(®P, A) — R can be defined as follows.

(1) x =0.Then P(®, x, ) = h,(P) is the metric entropy of p.

2 x(w)= f g du with a continuous function g. Then from the weak*-topology
on M(®, A), x : M(®P, A) - R is a continuous function. Here, P(®, x, u) =
h (®) + x (w) is the pressure of g with respect to .
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B x(w) =limis0(1/1) f a; d e with an asymptotically additive family of continuous
functions a = (a;);ecg on A. Then x : M(®P, A) — Ris a continuous function from
equation (3.6). Here, P(®, x, n) = hu(P) + lim; o0 (1/2) f a; du is the pressure
of a with respect to .

Furthermore, if yx is defined as above, then equations (3.10) and (3.11) hold for y since it

is affine.

Remark 3.12. In Theorems 3.9 and 3.10, the expansivity of & is used to guarantee the
function M(®, A) 2 u — lim;— o (1/¢) fA a; du is continuous and the metric entropy
M(®, A) > p— h,(P) is upper semi-continuous. When we consider almost additive
families, by equation (3.2), we only need to assume that the metric entropy M(®P, A) >
w > h, (P) is upper semi-continuous.

3.4. Proof of Theorem 3.9

3.4.1. Some lemmas. We establish several auxiliary results. For any r € R, denote
rf={seR:s>r) andr’:{seR:s<r}.ForanydeN,r:(rl,...,rd)eRd,
and &€ = (&1, ...,&7) € {+, —}%, we define

rsz{s:(sl,...,sd)e]Rd:sierfifori:l,Z,...,d}.

We denote F9 = {(p1/q1s ..., pd/qa) : Pi-qi € Randg; > Oforany 1 <i <d}. It is
easy to check the following lemma.

LEMMA 3.13. Letb; = p'/q' € F! fori =1, 2.

(1) If by =ba, then Op' + (1 —60)p»)/©Oq" + (1 —60)q>) =bi =by for any 6 €
[0, 1].

(2) Ifby # by, then Op' + (1 —0)p*)/(0q" + (1 — 0)g?) is strictly monotonic on 6 €
[0, 11.

We can obtain the following result using mathematical induction.

LEMMA 3.14. Let d € N and a = (p1/q1, - - - pa/qa) € FO. If {be = (P /q5 - - .,
pfl/qj)}ge{Jr’_}d C F4 are 24 numbers satisfying be € at forany & € {4+, —}?, then there
are 24 numbers {9§}§6{+,_}d C [0, 1] such that ZSGH_’_}d 0: =1 and

&
_ya Og p; i
—Z‘EGH’ 1 78 e foranyl <i <d.

£ :
Dteir—yd Oeq; 4

From Lemma 3.14, we have the following corollary.

COROLLARY 3.15. Suppose that ® = (¢;);cRr is a continuous flow on a compact metric
space (M, d), and A C M is a compact invariant set such that ® is expansive on A. Let
d e Nand (A, B) € AA(D, A)d X AA(D, A)d, satisfying equation (3.7). Then for any
a € Int(La ), and 24 invariant measures {1ee }EEH_’_}d with

Papie) € forany & € {+, -9,

https://doi.org/10.1017/etds.2023.110 Published online by Cambridge University Press


https://doi.org/10.1017/etds.2023.110

Conditional intermediate entropy and Birkhoff average properties 2277

there are 29 numbers {95}§€{+,_}d C [0, 1] such that

> be=1 and Pap| > Oeuz|=oc.
ge(+-) ge(+—}

LEMMA 3.16. Suppose that ® = (¢;):cr is a continuous flow on a compact metric space
(M,d), and A C M is a compact invariant set such that ® is expansive on A. Let
d € N and (A, B) € AA(®, A x AA(D, A)? satisfying equation (3.7). Then for any
o €Int(Lap), any n € My p(a), and any n,¢ > 0, there are 24 invariant measures
{ieleerq,—ya such that for any & € {+, -

Pas(te) € 0 by (@) > hy(f) —n and  d*(ug, p) < <.

Proof. By a € Int(L 4 ), there is ve € M(P, A) such that P4 g(ve) € at for any & €
{+, —}¢. We choose 7e € (0, 1) close to 1 such that pg = T + (1 — T¢) Vg satisfies

hye (®) > hy(®) —n and d*(pue, p) < ¢ forany & € {+, —}d.
Then we have P4 p(ie) € o by T8 > 0 and Lemma 3.13(2). 0O

3.4.2. Proof of Theorem 3.9. Fix a € Int(L4 g), o € Ma p(c), and n, ¢ > 0. Since &
is expansive on A, the metric entropy M(®, A) > p — h,(P) is upper semi-continuous.
Hence, there is 0 < ¢’ < ¢ such that for any w € M(®, A) with d* (g, w) < ¢’, we have

3n 1
he(®) < hy (@) + 3 and |x (@) — x(ro)l < > (3.12)
By Lemma 3.16, there are 24 jnvariant measures {teleers,—je such that for any & €
{+7 _}d7
n /
Pan(ue) € o, hyg(®) > hyo(®) — 2 and  d*(ue. o) < % (3.13)

Since the map Py p is continuous, there is 0 < ¢” < ¢’ such that for any wg € M(®, A)
with d*(we, pe) < ¢”, one has

Paplws) € ab. (3.14)

For the 2¢ invariant measures {ieleeqq,—ja, there are compact invariant subsets Az <

® C A such that for each & € {+, —}¢:

(1) foranya € Int(P4, p(M(P, ®))) and any ¢ > 0, there exists an ergodic measure p,
supported on ® with P4 g(i,) = a such that |h,, (®) — H(®, a, ®)] < ¢;

(2)  hop(Ag) > hy (®) —n/8;

() di(covipe)eeps.—yis M(®, ©)) < £/2, dp (g, M(P, Ag)) < /2.

By item (2) and the variational principle, there is v € M(®, Ag) such that

n 2n 3n
By (@) > hiop(Ag) — ris e () — 3 By () — R

Then by item (3) and equation (3.14), we have Py p(vg) € . By Corollary 3.15, there are
24 numbers {O¢}eeqt,—ye S [0, 1] such that ZSEHH‘" 0 = 1 and P4 p(v') = o, where
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vV = ZSEH,—}" 0 ve. Then on one hand, we have

3n

H(®, a, ©) > hy(P) > min{h,, (P) : § € {+, —}d} > Ny (D) — 3 (3.15)
On the other hand, by item (3), and equations (3.13) and (3.12), we have
3n
H(®, o, ®) < h,(®) + 3 (3.16)

Now by item (1), there exists an ergodic measure v supported on ® with P4 p(v) = o
such that |, (®) — H(®, &, ©)| < n/8. Then v € M} («), and by equations (3.15) and
(3.16), we have |h,(P) — hy,(P)| < n/2. By item (3) and equation (3.13), we have
d*(v, wo) < ¢’ < ¢. Finally, by equation (3.12), we have |x (v) — x (1o)| < n/2 and thus
[P(®, x,v) — P(P, x, no)|l <.

3.5. Proof of Theorem 3.10

3.5.1. Some lemmas.

LEMMA 3.17. Suppose that ® = (¢;);cRr is a continuous flow on a compact metric space
(M, d), and A C M is a compact invariant set. Let V be a convex subset of M(®, A). If
there is an invariant measure py € V with S,,, = A, then {i € V : §;, = A} is residual
inV.

Proof. Since {n € M(®, A) : S, = A} is either empty or a dense G5 subset of M (P, A)
from [14, Proposition 21.11], if there is an invariant measure py € V with S, = A, then
{n e M(®,A): S, =A}is adense Gs subset of M(®, M). Thus, {x eV : S, = A}
is a Gg subset of V. In addition, for any v € V and 6 € (0, 1), we have vy = 6v +
(I -0)uy € Vand S,, =A.So {ueV:S5, =A}is dense in V, and thus is residual
inV. O]

LEMMA 3.18. Suppose that ® = (¢;);cR is a continuous flow on a compact metric space

(M, d), and A C M is a compact invariant set such that ® is expansive on A. Letd € N

and (A, B) € AA(®, A)? x AA(D, A)Y, satisfying equation (3.7). If x : M(®, A) - R

is a continuous function satisfying equations (3.10) and (3.11), then for any o € Int(L 4 p)

and any maxyem, o) X (1) < ¢ < Ha (P, x, @), the following properties hold.:

(1) if {w e MG (@) P(®, x, 1) = ¢} is dense in {jt € Ma (@) : P(®, x, p) = c},
then {u € Mir’% (a) : P(D, x, ) > c}isresidualin {pn € Ma p(a) : P(®, x, ) >c};

(2) ifthere is an invariant measure i with S = A, then {1 € M g(a) : P(®, x, 1) >c,
Sy = A} isresidual in {;t € Map(a) : P(®, x, u) > c};

3) if (ne M@, A):h, (P)=0} is dense in M(P,A), then { e Myp(@):
P(®, x, n) =c}isresidual in {in € Ma p(@) : P(P, x, n) > c}.

Proof. (1) From [14, Proposition 5.7], Mer(®, A) is a Gs subset of M(®, A). Then

{ne My% (@) : P(®, x, ) = c}is a Gs subset of {u € Map(a): P(P, x, 1) = c}h.

If {u e Mzr’gB(oe) : P(®, x, ) > c} is dense in {u € M4 p(@): P(®, x, 1) > c}, then

e My%y@) : P(®, x, n) = c}is residual in {u € Ma p(a) : P(®, x, jt) = c}.
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(2) Since { € M(®, A) : S, = A} is either empty or a dense G subset of M(®, A)
from [14, Proposition 21.11], if there is an invariant measure it with S; = A, then {u €
M(P, A) : S, = A} isadense Gs subset of M(®, A).

Now we show that {u € My (o) : P(®, x, ) > ¢, S, = A} is non-empty. By
Lemma 3.16, there exist 2¢ invariant measures {melgeqq,—ya such that

Pa.p(ne) € af forany & € {+, —}%.

Since {u € M(®, A) : S, = A} is dense in M(®P, A) and the map P4 p is continuous,
then there exists wg € M(P, A) close to g such that

Papwg) € of, Swe = A forany & € {+, -},

By Corollary 3.15, there are 24 numbers {Gg}ée{_‘_’_}d C [0, 1] such that Z§€{+’_}d O =1
and Py p(w) = a, where w = Zse{+’7}d ¢ te. Then S, = A. Since ¢ < Hy (P, x, o),
there is v € M4 p() such that P(®, x,v) > c. By equation (3.10), we can choose
0 € (0, 1) close to 1 such that 4’ = 6v + (1 — §)w satisfies P(®P, x, u') > c. Then u’ €
{nweMpopa): P(®, x,n) >c, S, = A}. Note that {ix € M p(a) : P(P, x, 1) = c}
is a convex set by equations (3.10), (3.11), and Lemma 3.13. So by Lemma 3.17, we
complete the proof of item (2).

(3) Fix o € M p(a) with P(®, x, o) > ¢ and ¢ > 0. By Lemma 3.16, there exist
24 invariant measures {ielgeqq,—ja such that

Pa,pue) € of  and d* (e, po) < % for any & € {+, —}d. (3.17)

Since {u € M(®, A) : hy,(®) =0} is dense in M(P, A) and the function Py p is
continuous, then there exists ve € M(®, A) close to g such that

Pase) €0, hy(®) =0 and d*(ve, pg) < % for each £ € {+, —}¢. (3.18)

By Corollary 3.15, there are 24 numbers {9§}§E{+’7}d C [0, 1] such that ZSGH,—}" 0 =1
and Py (V) = o, where V' = ZSEH_’_}d Ogve. Then by equation (3.18), h,(®)=0.
By equations (3.17) and (3.18), we have d*(v', ug) < ¢. Now by equation (3.10), we
choose 6 € [0, 1] such that v =0ug+ (1 —0)V' satisfies P(P, x,v) =c. Then by
Lemma 3.13(1),

Pap()=a and d*(v,uo) <. (3.19)

So {neMygp(a): P(®, x,u) =c} is dense in {u e Map(a): P(P, x, u) > c}.
Since @ is expansive on A, the metric entropy M(®, A) > p +— h,(P) is upper
semi-continuous. Hence, {u € M(®, A) : P(D, x, ) € [c,c+ 1/n)} is open in {u €
M(®, A) : P(P, x, ) > c} forany n € NT. Then

1
{/L € Map(a): P(®, x,n) € [c,c—i— ;)}
is open and dense in {x € M4 (@) : P(P, x, ) > c},

and thus {u € Map(a) : P(®, x, u) =c} is residual in {u € Map(a) : P(P, x, )
> c}. O]
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3.5.2. Proof of Theorem 3.10. (1)Fixa € Int(La,g), o € Ma p(0r), max em, g (1)
<c¢ < P(®, x, o), and 1, ¢ > 0. By Lemma 3.18(3), there exists v/ € M4 p(a) such
that P(®, x,v) =c and d*(V/, uo) < ¢/2. For o € Int(L4 g), v € M4 (), and
n,¢/2 >0, there is v e Mzr’gB(oz) such that d*(v,v') <¢/2 and |P(®, x,v) —
P(®, x, V)| < n. Then we complete the proof of item (1).

(2) Fix a € Int(L 4 p) and maxyep, ) X (W) < ¢ < Hp (P, x, a). First we show
that

{u e Mjr’gB(ot) P(f,o, ) >c}isdensein {u € Mg p(a) : P(f, o, u) >c}. (3.20)

Let o € Mg p(o) be an invariant measure with P(P, x, o) > ¢ and ¢ > 0. If
P(®, x, o) > c, then there is n > 0 such that ¢ <c+n < P(®, x, no). For « €
Int(La,B), o € Ma,g(a), and n, ¢ > 0, there exists an ergodic measure v € Mzr’%g(a)
such that d*(v, uo) <¢ and |P(®P, x,v) — P(®, x, no)| <n. If P(P, x, no) =c,
then we can pick an invariant measure u' € M4 p(e) such that ¢ < P(®, x, p) <
Hp (P, x,«), and next pick a sufficiently small number 6 € (0,1) such that
d* (o, u'") < ¢/2, where u’ = (1 —0)uo+6u’. By equation (3.10), we have
P(®, x, ) > c. By the same argument, there exists an ergodic measure v € M/e{r’gB y(a)
such that d* (v, u”) < ¢/2 and P(®, x,v) > c. Sod*(v, uo) < ¢.
By equation (3.20) and Lemma 3.18(1),

erg

{n e MA’B(a) : P(®, x, n) > c}isresidual in {u € Mg p() : P(P, x, ) > c}.
(3.21)

By Lemma 3.18(3),

{ne Mgp(@): P(D, x, u) = c}isresidual in {u € My p(a) : P(D, x, u) > c}.
(3.22)

If there is an invariant measure [t with S; = A, then by Lemma 3.18(2), we have

{neMpp(a): P(P, x, ) 2 ¢, S = A}isresidual in {n € Mg () : P(P, x, n) = c}.
(3.23)

So by equations (3.21), (3.22), and (3.23), we complete the proof of item (2).

(3) Fix a € Int(L a,p) and o € M4 p(a) with max,epm, 5o) X (W) < P(D, x, po) <
Hy p(®, x, @). Then by item (2), the set {u € Mgﬁiy(a) CP(D, x, n) = P(®, x, 1o}
is residual in { € M4 p(a) : P(P, x, u) > P(D, x, ro)}. In particular, there is p, €
M55 () so that P(D, x, jue) = P(P, X, o).

4. Proofs of Theorems A and B
Now we use ‘multi-horseshoe’ dense property and the results of asymptotically additive
families obtained in §§2 and 3 to give a more general result than Theorems A and B.

THEOREM 4.1. Let X € ZY (M) and A be a basic set. Let x : M(®, A) — R be
a continuous function satisfying equations (3.10) and (3.11). Let d € N and (A, B) €
AA(®, A x AA(D, A satisfying equation (3.7). Then:
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(i) for any o €lInt(Lap), any po € Map(@), any maxXuepm, z@) X(U) <c <
P(¢p, x, o), and any n,¢ > 0, there is v € Mir’gB(ot) such that d*(v, ug) < ¢
and |P(®, x,v) —c| < n;
(i) for any o €Int(Lap) and max ;e M, g (o) x(n) <c < Hy (P, x,®), the set
{u e M;r,gBy(a) CP(®, x,pn)=c, S,=A} is residual in {u e Myp(a):
P(®, x, n) = ch
(i) the set  {(Pap(n), P(®,x,p)) :pp € M(®,A), a=Pap(p)e€nt(Lap),
max,emy g X (1) < P(P, x, u) < Ha (P, x, @)} coincides with {(Pa,p(1),
P(®, x,n):pne Merg((b’ A), a= PA,B(M) €Int(La,B), max,eMu g(a) x () <
P(®, x, n) < Hap(®, x, @)}
If further (A, B) € A(®, A)? x A(®, A)? such that B satisfies equation (3.4), a', b' has
bounded variation and sup,¢(g s laifloo < o0, SUP;e[0,5] b lloo < 00 for some s > 0 and
forany 1 <i <d. Then:

(iv)  the following two set are equal

{(Pas(), (@) - o € M(®, A), Pap(u) € Int(La,p)}

{(Pap(w), hy(®)) : pp € Mergyy(®, A), Pa,p(i) € Int(Ly p)}.

Proof. Tt is known that each basic set is expansive, there is an invariant measure with full
support, the set of periodic measures supported on in A is a dense subset of M(®, A), and
thus {u € M(®, M) : h,(®) = 0} is dense in M (P, M). Then we obtain items (i)—(iii)
by Theorems 2.5, 3.7, 3.9, and 3.10.

Let x =0, then by item (iii), we have {(Pap(n), hy(®)):pn e M(P, A), o=
Pap(n) €Int(Lap), 0=<h,(®) < Hyp(P,a)} coincides with {(Pa p(n), hy(P)) :
€ Merg(®, ), & =Pap() € Int(Lap), 0= hyu(®) < Hap(®, ). Combining
with Theorems 3.4 and 3.5, we obtain item (iv). O]

Now we give the proofs of Theorems A and B.

For a continuous function g, let g, = fé g(¢(x)) dt, then SUP;¢(0,1] llgtlloo < 00,
(g1)r>0 1s an additive family of continuous functions. So letting x =0 and d =1 in
Theorem 4.1(ii), we obtain Theorem A.

Let x = 0 and d = 2 in Theorem 4.1(ii) for any o € Int(L, ) and

0 <c<max{h,(X):v e Mgy},

the set {i € M;;‘f,%y(a) thu(X) =¢, S, = A}isresidual in {1 € Mg () : hy(X) > c}.
Take ¢ =0, then the set {u € M;f,%(a) 18, = A} is dense in Mg (o). From [14,
Proposition 5.7], Mergyy(®, A) is a Gs subset of M(®, A). Then Mg} (a) is a
Gs subset of Mg (o), and thus M;fiy(oc) is residual in M, (o). Since My p(a) is
convex, by Lemma 3.17, the set {u € Mgy (o) : S, = A} is residual in Mg (). So
{ne M:f(oz) : 8, = A}isresidual in M, j, () and we obtain Theorem B.

5. Singular hyperbolic attractors

In this section, we consider singular hyperbolic attractors and give corresponding results
on Question 1.2.
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5.1. Singular hyperbolicity and geometric Lorenz attractors. First, we recall the
definition of singular hyperbolicity which was introduced by Morales, Pacifico, and Pujals
[29] to describe the geometric structure of Lorenz attractors and these ideas were extended
to higher dimensional cases in [25, 28].

Definition 5.1. Given a vector field X € 2’ 1(M), a compact and invariant set A is

singular hyperbolic if it admits a continuous D¢;-invariant splitting T M = E** @& E

and constants C, n > 0 such that, for any x € A and any t > 0:

e E* @ Eis adominated splitting: | D¢y | gss x|l - ID@—t| Eeu (g x| < Ce™;

e E*% is uniformly contracted by D¢, : |[Dg; (v)|| < Ce ™ ||v|| for any v € E**(x) \ {0};

o E is sectionally expanded by D¢;: | det D¢ |y, | > Ce™ for any two-dimensional
subspace V, C E*.

LEMMA 5.2. [30, Theorem A and Lemma 2.9] Given a vector field X € 2 ' (M) and
an invariant compact set A, if A is sectional hyperbolic, all the singularities in A
are hyperbolic, then @ is entropy expansive on A and thus the metric entropy function
M(D, A) 3 p = h,(P) is upper semi-continuous.

We recall the concept of a homoclinic class of a hyperbolic periodic orbit.

Definition 5.3. Given a vector field X € 2 (M), an invariant compact subset A C M is
a homoclinic class if there exists a hyperbolic periodic point p € A N Per(X) so that

A: = W5(Orb(p)) h W“(Orb(p)),

that is, it is the closure of the points of transversal intersection between stable and unstable
manifolds of the periodic orbit Orb(p) of p. We say a homoclinic class is non-trivial if it
is not reduced to a single hyperbolic periodic orbit.

From [2, Theorem 2.17], any non-empty homoclinic class A contains a dense set of
periodic orbits. Then there is an invariant measure & with S; = A by [14, Proposition
21.12].

LEMMA 5.4. Let X € Y (M) and A be a homoclinic class of X. Then there is an
invariant measure i with Sz = A.

Now we give the definition of geometric Lorenz attractors following Guckenheimer and
Williams [18, 19, 39] for vector fields on a closed 3-manifold M.

Definition 5.5. We say X € 2" (M 3) (r > 1) exhibits a geometric Lorenz attractor A if

X has an attracting region U C M? such that A = e d),x (U) is a singular hyperbolic

attractor and satisfies the following (see Figure 2).

e There exists a unique singularity p € A with three exponents A1 < Ay < 0 < A3,
which satisfy A1 + A3 <O and Ay + A3 > 0.

e A admits a C"-smooth cross-section S which is C!-diffeomorphic to [—1, 1] x [—1, 1]
such that I' = {0} x [—1, 1] = Wlsoc(o) NS, and for every z € U \ WI%C(U), there
exists > 0 such that ¢X (z) € S.
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CR I ———

< P(SY)

S\I'=S5tus~—, S =[-1,0)x[-1,1], ST =(0,1]x[-1,1]

FIGURE 2. Geometric Lorenz attractor and return map.

e Up to the previous identification, the Poincaré map P : S\ I' — S is a skew-product
map

P(x,y) = (f(x), glx,y)) forall (x,y) € [-1, 11*\T.
Moreover, it satisfies:
- gx,y) <0forx > 0,and g(x, y) > 0 forx < 0;
—  SUP( et |08(x, ¥)/dy| < 1 and sup, ;e r |08(x, y)/0x| < 1;
— the one-dimensional quotient map f :[—1, 1]\ {0} — [—1, 1] is C!-smooth
and satisfies lim,_o- f(x) =1, lim,_ o+ f(x) =—1, —1 < f(x) <1, and
f(x) > «/2 forevery x € [—1, 1]\ {0}.

It has been proved that the geometric Lorenz attractor is a homoclinic class [2,
Theorem 6.8] and C2-robust [34, Proposition 4.7].

PROPOSITION 5.6. Let r € N>p U {oo} and X € X7 (M3). If X exhibits a geometric
Lorenz attractor A with attracting region U, then there exists a C"-neighborhood U of
X in " (M?) such that for every Y € U, U is an attracting region of Y, and the maximal
invariant set Ay = ﬂ,>o ¢ty (U) is a geometric Lorenz attractor. Moreover, the geometric
Lorenz attractor is a singular hyperbolic homoclinic class, and every pair of periodic
orbits are homoclinic related.

For singular hyperbolic attractors, we have the following result.

THEOREM C. There exists a Baire residual subset R" C 27" (M?3), (r € Nx») and a Baire

residual subset R C 2" Y (M) so that if A is a geometric Lorenz attractor of X € R” or

a singular hyperbolic attractor of X € R, then for any continuous function g, h on A, we

have:

(1) for any aelnt(Ly) and 0 =<c <max{h, (P):u e Mg(a)}, the set {ue
M;rgy(a) Sh(®) =c, Sy = A}isresidual in {u € Mg(a) : hy (®) > c};

(ii) foranya € Int(Lg p), the set {u € M;rf(a) 28, = A} is residual in Mg j (o).
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Remark 5.7. We will prove one general result Theorem 5.15 stating that when A is a
singular hyperbolic homoclinic class such that each pair of periodic orbits are homoclin-
ically related and M(®, A) = M;(A) = Mpe(A), then the conclusions of Theorem C
hold. Then Theorem C is a direct consequence of Theorem 5.15. The reason is that when A
is a Lorenz attractor of vector fields in a Baire residual subset R" € X" (M?3), (r € N-») or
A is a singular hyperbolic attractor A of vector fields in a Baire residual set R ¢ X1(M),
then A is a homoclinic class such that each pair of periodic orbits are homoclinically
related (cf. [2, Theorem 6.8] for Lorenz attractors and [12, Theorem B] for singular
hyperbolic attractors) and M(®, A) = M (A) = Mper(A) (cf. [34, Theorems A and B]).

5.2. Proof of Theorem C. Given a vector field X € 2 (M) and an invariant compact
set A, let N'C M(®P, A) be a convex set. We denote Nergy = Merg(®, A) NN Let
d € N and (A, B) € A(®, A)? x AP, A)? such that B satisfies equation (3.4). Denote

LQ/:B ={Papn) : neN}.

For any o € LQ/ g» denote

Mﬁ\(B(a) ={neN :Papp)=al, My% (@) ={n € Negy : Pap(p) = a}.

Let x : M(®, A) — R be a continuous function. We define the pressure of x with respect
tou by P(®, x, u) = hy(®) + x(u). Forany a € L'/XB, denote

HY (@, 3, @) = sup{P($, x. 1) - i € MY ().
In particular, when x = 0, we write
HYp (@, ) = HY5(®, 0, @) = sup{h, (@) : € MY p(@)).

If we replace M(®, A) by N in §§3.3-3.5, the results of Theorems 3.9, 3.10, and
Remark 3.12 also hold. In fact, the convexity of M (®, A) is one core property in the proof
of Theorems 3.9, 3.10, and Remark 3.12. Since N is convex, then the arguments of §3.3
are also true. Here, we omit the proof.

THEOREM 5.8. Given a vector field X € 2 V(M) and an invariant compact set A, assume
that the metric entropy M(®, A) 3 > h,(®) is upper semi-continuous. Letd € N and
(A, B) € A(®, N x AP, A such that B satisfies equation (3.4). Let N C M(®, A)
be a convex set. Assume that the following holds: for any F = cov{u;}/_, € N, and
any n,¢ > 0, there are compact invariant subsets A; € ©® C A such that for each
ie{l,2,...,m}:

(1) for any a € Int(Pa p(M(P, ®))) and any ¢ > 0, there exists an ergodic measure
ta € N supported on ©® with Pa p(u,) = a such that |hy, (@) — H(D, a, ®)] <&,
where H(®, a, ®) = sup{h, (®) : p € M(®, ®) and Pa,p(un) = a};

(@) hop(Ai) > hy (P) — 1

() du(K, M(®,0)) < ¢, du(pi, M(P, A)) <¢.

Let x : M(®, A) — R be a continuous function. Then we have the following.
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(i) Foranyoa € Int(L/XB), any (o € MQ{B (), andanyn, ¢ > 0, thereisv € Mir,géN
such that d* (v, po) < ¢ and |P(®, x,v) — P(®, x, no)l < n.
If further { € N : h, (®) = 0} is dense in N, and x : M(®, A) — R satisfies equations
(3.10) and (3.11), then we have:
(i) for any o€ Int(LQ{B), any o € M,{x\,/B(O‘)* any maxMGMQ/B(a) x(u) <c<

()

P(¢, x, o) and any n, ¢ > 0, there is v € M;i%N(a) such that d*(v, wo) < ¢
and |P(®, x,v) —c| < n;

(iii) forany o € Int(Lﬁ{B) and maxueMﬁ\’rB(a) x(n) <c< HI{‘\(B(¢>, X, ®), the set { €
Mzr’gB’N(a) s P(D, x, n) = c} is residual in {u € M{XB(a) cP(D, x,u) =ch If
further there is an invariant measure f € N with Sy = A, then for any o €
Int(LQ{B) andmaxMeMﬁfB(a) x(n) <c< HI{XB(Q X, o), the set { € Mzr’géN(oe) :
P(®, x, ) =c, S, = A}is residual in {u € MﬂB(a) :P(Q, x, 1) >clh;

(iv) the  set {(Pa(), P(®, x, 1) : w €N, o ="Pap(p) € Int(LQ{B),
maxMeMﬂB(a) x(w) < P(D, x,n) < H{{‘\’/—B(d), X, a)} coincides with {(Pa,p(1),

P(®, X, 1)) : € Nerg, o =Pap() € Int(LY p), max,, cpn o) x (W) <
P(®, x, ) < HYp(®, x, o).

Denote by Sing(A) the set of singularities for the vector field X in A, by Mper(A) the
set of periodic measures supported on A, and set

Mi(A) = {n € M(®, A) : n(Sing(A)) =0} and  Mo(A) = Merg (P, A) N M (A).

PROPOSITION 5.9. [33, Proposition 4.12] Let X € 2°1(M) and A be a singular hyper-
bolic homoclinic class of X. Assume each pair of periodic orbits of A are homoclinic
related. Then for each ¢ > 0 and any u € M|(A), there exist a basic set A' C A and
V € Merg (P, A) so that

d*(v,p) <e and hy(P) > h,(P) —¢.

PROPOSITION 5.10. [33, Proposition 4.13] Let X € 2°1(M) and A be a singular hyper-
bolic homoclinic class of X. Assume each pair of periodic orbits of A are homoclinic
related, and M(®, A) = M(A). Then for each ¢ > 0 and any u € M(®, A), there exist
a basic set A" C A and v € Merg(®, A') so that

d*(v,pn) <& and hy(®) > h, () — .

LEMMA 5.11. [33, Lemma 4.5] Let A1 and A> be two basic sets of X € X! (M). Assume
there exists hyperbolic periodic points py € A1 and py € Ay such that Orb(py) and
Orb(p2) are homoclinically related. Then there exists a larger basic set A that contains
both Ay and A».

Now we state a result on the ‘multi-horseshoe’ dense property of singular hyperbolic
homoclinic classes.
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THEOREM 5.12. Let X € 21 (M) and A be a singular hyperbolic homoclinic class of
X. Assume each pair of periodic orbits of A are homoclinic related. Then A satisfies
the ‘multi-horseshoe’ dense property on Mi(A). Moreover, if M(®, A) = M(A) =
Mper (D), then A satisfies the ‘multi-horseshoe’ dense property.

Proof. Fix F = cov{u;}i; € M(A)(M(®, A)) and n,¢ > 0. By Proposition 5.9
(Proposition 5.10), for each 1 <i <m, there exist a basic set A; CA and v; €
Merg (@, A}) so that

d* (i, i) < % and hy, () > hy, (®) — g

By Lemma 5.11, there exists a larger basic set A that contains every A’. Applying
Theorem 2.5 to A, F = cov{v;}i" | € M(®, A) and /2, { /2, we complete the proof. []

Now we show that the results of Theorem 5.8 hold for singular hyperbolic homoclinic
classes.

THEOREM 5.13. Let X € 2 Y(M) and A be a singular hyperbolic homoclinic class of X.
Assume each pair of periodic orbits of A are homoclinic related. Let x : M(®, A) - R
be a continuous function satisfying equations (3.10) and (3.11). Let d € N and (A, B) €
A(D, M) x A(P, A)? satisfying equation (3.7). Then:

(i) foranyoa € Int(L 1( )) any (o € M 1( )(a) any max MI(A) x(u) <c<

MEM ) p
P(¢, x, o), andanyn, ¢ > 0, thereisv € MergM](A)(ot) such thatd*(v, o) < ¢
and |P(®, x,v) —c| <n

(i) for any o € Int(L) '( )y and max

erng(A)

M gy XG0 = € < Hy N (@, 0,
Ml(A)(O[)Z

HEM ) p

the set {u € M, (@) : P(D, x, ) = c} is residual in {u e M

P(®, x, 1) = c},
(i) the set {(Pag(), P(®, x. ) : 1t € Mi(A), o« =Papp) €nt(Lys™),

max GMMI(A) X () < P(D, x, 1) <HM1(A)(<D X, )} coincideswith{(Pa p(1),

P(®, %, 1)) € Mo(A), a=Pap(1) € Int(Ly ™), max M gy X0 =

HEM,
Mi(A
P(®, x. 1) < Hy g™ (@, x. a)}.

Proof. Note that since A is a singular hyperbolic homoclinic class, the vector field
X satisfies the star condition in a neighborhood of A. More precisely, there exist a
neighborhood U of A and a C'-neighborhood ¢/ of X in 2°'(M) such that every
critical element contained in U associated to a vector field Y € U is hyperbolic. Then by
Lemma 5.2, the entropy function is upper semi-continuous. Note that M(®, ®) C M (A)
if ® C A is a horseshoe. Since the metric entropy of periodic measure is zero, then
{n e Mi(A) : hy(P) =0} is dense in M;(A) by Theorem 5.12. So we complete the
proof by Theorems 3.7, 5.8, and 5.12. O

Combining with Theorem 5.6, the results of Theorem 5.13 hold for geometric Lorenz
attractors.
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COROLLARY 5.14. Let r € N>p U {oo} and X € LT (M3). If X exhibits a geometric
Lorenz attractor A, then the results of Theorem 5.13 hold for A.

If further we have M(®, A) = M{(A) = Mper(A), then using Theorems 3.7, 3.9,
3.10, Remark 3.12, Theorem 5.12, and Lemma 5.4, we have the following result for singular
hyperbolic homoclinic classes.

THEOREM 5.15. Let X € 2’ Y (M) and A be a singular hyperbolic homoclinic class

of X. Assume each pair of periodic orbits of A are homoclinic related, and M (P, A) =

Mi(A) = Mper(A). Let x : M(®, A) — R be a continuous function satisfying equa-

tions (3.10) and (3.11). Letd € Nand (A, B) € A(®, A)? x A(®, A)? satisfying equation

(3.7). Then:

(i) for any o €lInt(Lap), any po € Map(@), any maxuem, z@ X(U) <c <
P(¢p, x, o), and any n,¢ > 0, there is v € Miri;(ot) such that d*(v, ug) < ¢
and |P(®, x,v) —c| < n;

(i) forany o € Int(L a,p) and max ep, pa) X (1) < ¢ < Ha (D, X, @), the set {lu €
Mzr’%g(oz) D P(®, x, n) =c, Su=A}is residual in {ne My p(a): P(P, x, 1) >
ch

(iii) the  set  {(Pap(n), P(®,x, 1) : p € M(P, M), ¢ = Pap() € Int(La,p),
maxyemy 5 X(1) < P(P, x, n) < Hag(P, x, @)} coincides with {(Pa,p(w),
P(®, x,n):pne Merg((b’ M), aa = Pap(un) €Int(L 4 p), max;eMu g(a) x () <
P(®, x, n) < Hap(®, x, @)}

Proceeding in a similar manner to Theorems A and B, letting x =0 andd = 1,2 in
Theorem 5.15, we obtain Theorem C by Remark 5.7.
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