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Simple weight modules over the N = 1
Heisenberg–Virasoro superalgebra
Chao Lan and Dong Liu

Abstract. This paper presents a classification of all simple Harish-Chandra modules for the N = 1
Heisenberg–Virasoro superalgebra, which turn out to be highest weight modules, lowest weight
modules, and evaluation modules of the intermediate series (all weight spaces are one dimensional).
Moreover, a characterization of the tensor product of highest weight modules with intermediate series
modules is obtained.

1 Introduction

Harish-Chandra modules play important roles in the representation theory of Lie
algebras and Lie superalgebras. They are characterized by certain algebraic properties
that make them amenable to the study of the asymptotic behavior of the correspond-
ing Lie group or Lie supergroup. In various Lie superalgebras such as the N = 1
Ramond algebra in [7] and the Witt superalgebra in [6, 23], the classifications of such
modules have been completed through the use of the A cover theory introduced in [5].
These Lie superalgebras are all Z-graded. However, the task of classifying all simple
jet modules for 1

2Z-graded Lie superalgebras is more complicated, as demonstrated
in [8] for the case of the N = 1 Neveu-Schwarz algebra.

This paper appears to be focused on the study of the representation theory of
the N = 1 Heisenberg–Virasoro superalgebra g (a kind of superconformal current
algebra), which is a Lie superalgebra that arises in the context of mathematical
physics and theoretical physics [12]. It is a supersymmetric extension of the twisted
Heisenberg–Virasoro algebra. This algebra can be realized from Balinsky–Novikov
superalgebras, which construct local translation invariant Lie superalgebras of vector-
valued functions on the line, as described in [20]. The Verma modules, Whittaker
modules, and smooth modules over g are studied in several papers [1, 2, 15]. Drawing
on the research conducted on the N = 1 Neveu-Schwarz algebra in [8] and the
Ovsienko-Roger superalgebra in [10], this paper classifies all simple Harish-Chandra
modules over g using methods developed in [14]. Note that our methods here are
appropriate to the Z-graded and 1

2Z-graded superconformal current algebras. Such
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researches for the Z-graded superconformal current algebra were completed in [11]
by the A-cover theory, which cannot be refer to the 1

2Z case.
To study tensor products of well-known modules is a basic task in representation

theory of Lie (super)algebras. Recently, the tensor products of highest weight modules
and Harish-Chandra modules of the intermediate series, which are not Harish-
Chandra modules, over the Virasoro algebra, the twisted Heisenberg–Virasoro alge-
bra, and the super Virasoro algebra, the Schrödinger-Virasoro algebra were studied in
[9, 16, 18, 25, 26], etc. In this paper, we solve this problem for the N = 1 Heisenberg–
Virasoro superalgebra with singular vectors constructed in [1, 2]. The necessary
and sufficient conditions for these tensor products to be simple are studied and an
isomorphism theorem for such tensor products is given.

The paper is organized as follows: Section 2 presents basic results for our study,
Sections 3 and 4 classify all simple Harish-Chandra modules (Theorems 3.2, 4.3).
The necessary and sufficient conditions for the tensor product of the highest weight
modules, and the modules of the intermediate series over g to be simple are studied
(Theorem 6.6) and an isomorphism theorem (Theorem 6.8) for such tensor products
is given in Sections 5 and 6.

Throughout this paper, we will use the following notations: C, N, Z+, and Z refer
to the sets of complex numbers, nonnegative integers, positive integers, and integers,
respectively.

2 Preliminaries

In this section, we recall some definitions and results for later use.

2.1 Basic definitions

Let V = V0̄ ⊕ V1̄ be any Z2-graded vector space. Then any element u ∈ V0̄ (resp. u ∈
V1̄) is said to be even (resp. odd). We define ū = 0 if u is even and ū = 1 if u is odd.
Elements in V0̄ or V1̄ are called homogeneous. Whenever ū is written, it is understood
that u is homogeneous.

Let L = L0̄ ⊕ L1̄ be a Lie superalgebra, an L-module is a Z2-graded vector space
V = V0̄ ⊕ V1̄ together with a bilinear map, L × V → V , denoted (x , v) ↦ xv such that

x(yv) − (−1)x̄ ȳ y(xv) = [x , y]v ,

for all x , y ∈ L, v ∈ V , and L i Vj ⊆ Vi+ j for all i , j ∈ Z2. It is clear that there is a parity
change functor Π on the category of L-modules, which interchanges the Z2-grading
of a module. We use U(L) to denote the universal enveloping algebra of the Lie
superalgebra L.

2.2 The N = 1 Heisenberg–Virasoro superalgebra

Definition 2.1 [12] The N = 1 Heisenberg–Virasoro superalgebra g ∶= g0̄ + g1̄,
where g0̄ ∶= C{Lm , Hm , C1 , C2 , C3 ∣ m ∈ Z} and g1̄ = C{Gp , Fp ∣ p ∈ Z + 1

2}, with the
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following relations:

[Lm , Ln] = (n −m)Ln+m + δm+n ,0
1

12
(m3 −m)C1 ,

[Lm , Hn] = nHn+m − δm+n ,0(m2 +m)C2 ,
[Hm , Hn] = mδm+n ,0C3 ,

[Lm , Gp] = (p − m
2
)Gp+m , [Lm , Fp] = (p + m

2
)Fm+p ,

[Gp , Gq] = −2Lp+q +
1
3
(p2 −

1
4
)δp+q ,0C1 ,

[Gp , Fq] = Hp+q + (2p + 1)δp+q ,0C2 ,
[Hm , Gp] = mFm+p , [Fm , Fn] = δm+n ,0C3 ,

for m, n ∈ Z, p, q ∈ Z + 1
2 .

Note that g is equipped with a triangular decomposition and 1
2Z-graded structure:

g = g+ ⊕ g0 ⊕ g−, where

g
± = ⊕

n∈Z+ ,r∈N+ 1
2

(CL±n ⊕CH±n ⊕CG±r ⊕CF±r),

g0 = CH0 ⊕CL0 ⊕⊕3
i=1CC i .

Moreover,

g = ⊕
k∈ 1

2 Z

gk ,(2.1)

is 1
2Z-graded with gi = CL i ⊕CH i , gr = CGr ⊕CFr for i ∈ Z∗, r ∈ Z + 1

2 .
The N = 1 Heisenberg–Virasoro superalgebra g has a 5-dimensional canonical

Cartan subalgebra h = g0 and C i , i = 1, 2, 3 with H0 span the center of g.
For convenience, we set

b
+ = g+ ⊕ h, b

− = g− ⊕ h.

Now we consider the following subalgebras of g:

v ∶ = span
C
{Lm , C1∣ m ∈ Z},

ns ∶ = span
C
{Lm , Gr , C1∣ m ∈ Z, r ∈ Z + 1

2
},

hc ∶ = span
C
{Hm , Fp , C3 ∣ m ∈ Z, p ∈ Z + 1

2
},

q ∶ = span
C
{Lm , Fp , C1 , C3 ∣ m ∈ Z, p ∈ Z + 1

2
},

p ∶ = span
C
{Lm , Hm , Fp , C1 , C2 , C3 ∣ m ∈ Z, p ∈ Z + 1

2
}.

Clearly, v is isomorphic to the Virasoro algebra. g0̄, denoted by t for the following use,
is isomorphic to the twisted Heisenberg–Virasoro algebra [3]. ns is isomorphic to the
super Virasoro algebra (also called the N = 1 Neveu-Schwarz algebra, see [4]). q is the
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Ferminon-Virasoro superalgebra defined in [24] (also see [10]). Moreover, U(g) has
a natural 1

2Z-gradation and an induced Z2-gradation. For homogeneous u ∈ U(g−),
we denote by ∣u∣ and ū the degree of u according as 1

2Z-gradation and Z2-gradation,
respectively.

2.3 Harish-Chandra modules

For any g-module V and λ ∈ C, set Vλ ∶= {v ∈ V ∣ L0v = λv}, which is generally called
the weight space of V corresponding to the weight λ. a g-module V is called a weight
module if V is the sum of all its weight spaces.

For a weight module V = V0̄ + V1̄, we define

Supp(V) ∶= {λ ∈ C ∣ Vλ ≠ 0}.(2.2)

Obviously, if V is a simple weight g-module, then there exists λ ∈ C such that
Supp(V) ⊂ λ + 1

2Z. So V = ∑i∈ 1
2 Z

Vi is 1
2Z-graded, where Vi = Vλ+i . An simple

weight g-module V = ∑Vi is called Harish-Chandra module if all Vi are finite-
dimensional. If, in addition, there exists a positive integer N such that

dim(Vi)τ ≤ N , ∀i ∈ 1
2
Z, ∀τ ∈ Z2 ,(2.3)

the module V is called cuspidal. If N ≤ 1, the cuspidal module V is called intermediate
series.

A g-module V is called a highest (resp. lowest) weight module, if there exists a
nonzero v ∈ Vλ such that

1) V is generated by v as g-module with L0w = hw and Cw = cw for some h, c ∈ C;
2) g+v = 0 (resp. g−v = 0), where g+ = ∑i>0 gi , g− = ∑i<0 gi .
Next we define the Verma module, which is a highest weight module. For any

c1 , c2 , c3 , λ, h ∈ C, let C1 be the one-dimensional module over the subalgebra g+ ⊕ g0
defined by

g+1 = 0, C i 1 = c i 1, H01 = h1, and L01 = λ1, i = 1, 2, 3.

Then we get the induced g-module, called Verma module:

M(λ, h, c1 , c2 , c3) = U(g) ⊗U(g++g0) C1.

It is well known that the Verma module M(λ, h, c1 , c2 , c3) has a unique maximal
submodule J(λ, h, c1 , c2 , c3), and the corresponding simple quotient module is
denoted by L(λ, h, c1 , c2 , c3). A nonzero weight vector u′ ∈ M(λ, h, c1 , c2 , c3) is
called a singular vector if g+u′ = 0. It is clear that J(λ, h, c1 , c2 , c3) is generated
by all homogenous singular vectors in M(λ, h, c1 , c2 , c3) not in C1, and that
M(λ, h, c1 , c2 , c3) = L(λ, h, c1 , c2 , c3) if and only if M(λ, h, c1 , c2 , c3)does not contain
any other singular vectors besides those in C1.

For the super Virasoro algebra ns, we can also define the Verma module over
ns by M(λ, c1) ∶= U(ns) ⊗U(ns+⊕ns0) C1ns, where ns+ = ns ∩ g+ and ns0 = ns ∩ g0.
Certainly, M(λ, c1) can be regarded as a g-module by trivial action of hc, denoted it
by M(λ, c1)g.
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From [4] we know that there exist homogeneous elements

P1 , P2 ∈ U(ns−),

such that the unique maximal submodule J(λ, c1) of Verma module M(λ, c1) can be
generated by singular vectors P11ns and P21ns:

J(λ, c1) = U(ns−)P11ns +U(ns−)P21ns ,(2.4)

where P1 , P2 are unique up to nonzero scalars; moreover, P1 = P2 if J(λ, c1) can be
generated by a singular vector and P1 = P2 = 0 if M(λ, c1) itself is simple.

Meanwhile, M(c3) ∶= U(hc) ⊗U(hc
+
+hc0)

C1hc is the Verma module over the
Fermion–Clifford superalgebra hc, where hc+ = hc ∩ g+ and hc0 = hc ∩ g0. By
constructions in [12], M(c3) can be lifted as a g-module, denoted it by M(c3)g
(also see [15]).

Theorem 2.2 [1, 2] (1) For c3 ≠ 0, M(λ, h, c1 , c2 , c3) ≅ M(λ − 1
2c3

h2 + c2
c3

h, c1 − 3
2 +

12c2
c3
)g ⊗M(c3)g, and then M(λ, h, c1 , c2 , c3) is simple if and only if M(λ − 1

2c3
h2 +

c2
c3

h, c1 − 3
2 +

12c2
c3
) is a simple ns-module. If M(λ, h, c1 , c2 , c3) is not simple, the max-

imal submodule J = U(g−)P11ns ⊗ 1hc +U(g−)P21ns ⊗ 1hc, where U(ns−)P11ns +
U(ns−)P21ns is the maximal submodule of M(λ − 1

2c3
h2 + c2

c3
h, c1 − 3

2 +
12c2

c3
) given by

(2.4).
(2) M(λ, h, c1 , c2 , 0) is simple if and only if h + (n + 1)c2 ≠ 0 for any n ∈ Z∗.

Moreover, if h + (n + 1)c2 = 0 for some n ∈ Z∗, then the maximal submodule J =
U(g−)P11 +U(g−)P21, where P1 , P2 are given in [2] (in many cases, P1 = P2).

Clearly, simple highest or lowest weight modules are Harish-Chandra modules.
For the Virasoro algebra v, the intermediate series module Aa , b for some a, b ∈ C

is given by as follows (see [13]):

Aa , b = ∑
i∈Z

Cv i ∶ Lmv i = (a + i + bm)vm+i , ∀i , m ∈ Z.(2.5)

It is well known that Aa , b ≅ Aa+1, b ,∀a, b ∈ C, then we can always suppose that
a /∈ Z or a = 0 in Aa , b . Moreover, the module Aa , b is simple if a ∉ Z or b ≠ 0, 1. In
the opposite case, the module contains two simple subquotients namely the trivial
module and [̧t, t−1]/C. It is also clear that A0,0 has Cv0 as a submodule, and its
corresponding quotient is denoted byA′0,0. Dually,A0,1 hasCv0 as a quotient module,
and its corresponding submodule is isomorphic to A′0,0. For convenience, we simply
write A′a ,b = Aa ,b when Aa ,b is simple.

All simple Harish-Chandra modules over the Virasoro algebra v were mainly
classified in [19].

Theorem 2.3 [19] Let V be a simple Harish-Chandra module over the Virasoro algebra
v. Then V is a highest weight module, lowest weight module, or a module of the
intermediate series.

Based on this classification, all simple Harish-Chandra modules over the twisted
Heisenberg–Virasoro algebra t were also classified.
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Theorem 2.4 [17] Let V be a simple Harish-Chandra module over the twisted
Heisenberg–Virasoro algebra t. Then V is a highest weight module, a lowest weight
module, or a module of the intermediate series.

Remark 2.5 The t-module of the intermediate series, denoted by Aa , b , c for some
a, b, c ∈ C, was given in [17] as follows:

Aa , b , c = ∑
i∈Z

Cv i ∶ Lmv i = (a + i + bm)vm+i , Hmv i = cvm+i , ∀i , m ∈ Z.(2.6)

Moreover, the module Aa , b , c is simple if a ∉ Z or b ≠ 0, 1 or c ≠ 0. For convenience,
we also use A′a ,b ,c to denote by the simple subquotient of Aa ,b ,c .

For the super Virasoro algebra ns, its simple Harish-Chandra modules were
classified in [7, 8, 22].

Theorem 2.6 [7, 8, 22] Let V be a simple Harish-Chandra module over the super
Virasoro algebra ns. Then V is a highest weight module, a lowest weight module, or
a module of the intermediate series.

The module of the intermediate series over the super Virasoro algebra ns was
determined by [22] as follows (up to parity-change): Sa ,b ∶= ∑i∈ZCx i +∑k∈ZCyk
with

Ln x i = (a + bn + i)x i+n , Ln yk = (a + (b −
1
2
)n + k)yk+n ,

Gr x i = yr+i , Gr yk = (a + k + 2r(b − 1
2
))xr+k ,

for all n, i ∈ Z, r, k ∈ Z + 1
2 , where a, b ∈ C.

Moreover, Sa ,b is not simple if and only if a = 0, b = 1 or a = b = 1
2 . We also use

S′a ,b to denote by the simple subquotient of Sa ,b .
The following result plays a key role in classification of Harish-Chandra modules

for many Lie superalgebras.

Theorem 2.7 [10] Let V be a simple Harish-Chandra module over the Lie superalgebra
q. Then V is a highest weight module, a lowest weight module, or a module of the
intermediate series A′a ,b with the trivial action of Fr for any r ∈ Z + 1

2 .

3 Simple cuspidal modules

In order to achieve our main result, we first do such researches for the subalgebra
p. Clearly, p0̄ is isomorphic to the twisted Heisenberg–Virasoro algebra t and p1̄ =
span

C
{Fr ∣ r ∈ Z + 1

2}.

Proposition 3.1 Let V be a simple cuspidal p-module. Then V is a Harish-Chandra
module of the intermediate series and V = ∑ v i ≅ A′a ,b ,c for some a, b, c ∈ C with
Hmv i = cvm+i , Fm+ 1

2
V = 0 for all m ∈ Z.
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Proof Clearly, the subalgebra span{Lm , Fr , C1 , C3 ∣ m ∈ Z, r ∈ Z + 1
2} is isomor-

phic to q. By Theorem 2.7, we can choose a simple q-module V ′ with FrV ′ = 0 for
all r ∈ Z + 1

2 . In this case, we have V = Indp
qV ′. Moreover, we have FrV = 0 for all

r ∈ Z + 1
2 by the definition of p. Then V is a simple p-module if and only if V is a

simple t-module. So the proposition follows from Theorem 2.4. ∎

Theorem 3.2 Let V be a simple cuspidal g-module. Then V is a module of the
intermediate series.
Proof Clearly, C1 , C2 , C3 act on V as zero’s [17]. Now we consider the subalgebra p
of g.

By Proposition 3.1, we can choose a simple p-module U = ∑Cu i of V such
that Hmu i = cum+i for all m, i ∈ Z, and FrU = 0 for all r ∈ Z + 1

2 . In this case, V =
∑i≥0 G i U , where G = {̧Gr ∣ r ∈ Z + 1

2}, the subspace of g.
Case 1. c = 0. In this case, HmU = 0 for all m ∈ Z and then HmV = FrV = 0 for all
m ∈ Z, r ∈ Z + 1

2 . Then V becomes a simple cuspidal ns-module. So it follows by [8,
22] directly.
Case 2. c ≠ 0.

Now we can suppose that GU ≠ 0 (otherwise V is a trivial g-module). Set G0U = U
and G i+1U = GG i U for all i ≥ 0. Then

V = ∑
i≥0

G i U .(3.1)

Moreover,

G i U ⊂ G i+2U .(3.2)

Since V is cuspidal, there exists p ∈ N such that

G pU = G p+2U .(3.3)

By QU = 0 and [Fr , Gs]u i = Hr+su i = cu i+r+s ≠ 0, where Q = {̧Fr ∣ r ∈ Z + 1
2}, the

subspace of g, we get HGU = GU and then HG2U = U +G2U = G2U . By induction,
we can get HGnU = GnU for any n ∈ N.

Similarly, by QU = 0 and [Fr , Gs]u i = Hr+su i = cu i+r+s ≠ 0, we get QGU = U and
then GQGU = GU . So QG2U = HGU +GQGU = GU . By induction, we can get

QGnU = Gn−1U ,(3.4)

for any n ≥ 1.
If p = 0 in (3.3), then V = U +GU and then dim(Vi)τ ≤ 1 for any i ∈ Z and τ ∈ Z2.
If p > 0 in (3.3), then we can get G p−1U = G p+1U by (3.4). So we can also get V =

U +GU . Then the proposition is obtained. ∎

By direct calculation, we can get the precise module structure on V = U +GU as
follows (up to parity-change): V = Sa ,b ,c ∶= ∑i∈ZCx i +∑k∈Z+ 1

2
Cyk with

Ln x i = (a + bn + i)x i+n , Ln yk = (a + (b −
1
2
)n + k)yk+n ,

Gr x i = yr+i , Gr yk = (a + k + 2r(b − 1
2
))xr+k ,
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Hn x i = cxn+i , Hn yk = c yn+k ,
Fr x i = 0, Fr yk = cxr+k ,

for all n, i ∈ Z, r, k ∈ Z + 1
2 , where a, b, c ∈ C.

Note that Sa ,b ,c is not simple if and only if a ∈ Z, b = 1, c = 0 or a ∈ Z + 1
2 , b = 1

2 ,
c = 0. If a ∈ Z, then Sa ,1,c ≅ S0,1,c and S0,1,0 has a unique simple submodule S′0,1,0
spanned by {x j ∣ j ∈ Z∗} ∪ {yk ∣ k ∈ Z + 1

2}.
Moreover, by direct calculation, we can get that Sa ,b ,c ≅ Sa′ ,b′ ,c′ if and only if one

of the following holds:
(1) a − a′ ∈ Z, b = b′ , c = c′;
(2) a /∈ Z, a − a′ ∈ 1

2 +Z, b = 1, b′ = 1
2 ;

(3) a /∈ 1
2 +Z, a − a′ ∈ 1

2 +Z, b = 1
2 , b′ = 1.

Especially, if a ∈ Z + 1
2 , thenSa , 1

2 ,c ≅ S 1
2 , 1

2 ,c andS 1
2 , 1

2 ,0 has a unique simple quotient
module S′1

2 , 1
2 ,0 ∶= S 1

2 , 1
2 ,0/Cy− 1

2
.

Let S′a ,b ,c = Sa ,b ,c if Sa ,b ,c is simple and S′0,1,0 , S′1
2 , 1

2 ,0 be defined as above.

4 Simple Harish-Chandra modules

In this section, we shall classify all simple Harish-Chandra modules over the N = 1
Heisenberg-Virasoro super algebra. The following result is well known.

Lemma 4.1 Let M be a Harish-Chandra module over the Virasoro algebra with
supp(M) ⊆ λ +Z. If for any v ∈ M, there exists N(v) ∈ N such that L iv = 0,∀i ≥ N(v),
then supp(M) is upper bounded.

With the previous result, we can easily get the following result.

Theorem 4.2 Let V be a Harish-Chandra module over g. If V is not a highest and
lowest module, then V is uniformly bounded.

Proof It is essentially the same as that of Lemma 4.2 in [7].
Fix λ ∈ supp(M). Since M is not cuspidal, there exists k ∈ 1

2Z such that
dim M−k+λ > 2(dim Mλ +Mλ+ 1

2
+ dim Mλ+1 +Mλ+ 3

2
+ dim Mλ+2). Without loss of

generality, we may assume that k ∈ N. Then there exists a nonzero element w ∈ M−k+λ
such that Lkw = Lk+1w = Hk+2w = Gk+ 1

2
w = Fk+ 3

2
w = 0. Therefore, L iw = H iw =

G i− 1
2
w = Fi− 1

2
w = 0 for all i ≥ k2, since [gi , g j] = gi+ j .

It is easy to see that M′ = {v ∈ M ∣dim g+v < ∞} is a nonzero submodule of M,
where g+ = ∑

n∈Z+
(CLn +CHn +CGn− 1

2
+CFn− 1

2
). Hence, M = M′. So, Lemma 4.1

tells us that supp(M) is upper bounded, that is, M is a highest weight module. ∎

Combining with Theorems 3.2 and 4.2 and we get the main result of this paper.

Theorem 4.3 Let V be a simple weight g-module with finite dimensional weight
spaces. Then V is a highest weight module, a lowest weight module, or a module of the
intermediate series.
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5 Tensor product of weight modules

In this section, we study the tensor product of highest weight modules with interme-
diate series modules over the N = 1 Heisenberg–Virasoro superalgebra.

Let M = M(λ, h, c1 , c2 , c3) be the Verma module with highest weight vector 1, and
Sa ,b ,c = ∑i∈ZCx i +∑k∈Z+ 1

2
Cyk be the module of the intermediate series. Without

loss of generality, we may assume that 1 ∈ M0̄ in the following. We will consider the
tensor product modules M ⊗ S′a ,b ,c , and L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c .

Since M and S′a ,b ,c are L0-diagonalizable, so is M ⊗ S′a ,b ,c ∶

M ⊗ S′a ,b ,c = ⊕
m∈ 1

2 Z

(M ⊗ S′a ,b ,c)m+h+a ,

where

(M ⊗ S′a ,b ,c)m+h+a = ⊕
n∈ 1

2 Z

Mh+n ⊗Cvm−n ,

and

vm−n =
⎧⎪⎪⎨⎪⎪⎩

xm−n , i f m − n ∈ Z,
ym−n , i f m − n ∈ Z + 1

2 .

Remark 5.1 If M is nontrivial, then (M ⊗ S′a ,b ,c)m+h+a is infinite dimensional for
all m ∈ 1

2Z.

Lemma 5.2 The module M ⊗ S′a ,b ,c is generated by {1⊗ vk ∣ k ∈ 1
2Z}.

Proof Note that M ⊗ S′a ,b ,c is spanned by {u1⊗ vk ∣ k ∈ 1
2Z, u ∈ U(g−)}, so the

lemma holds. ∎

Lemma 5.3 M ⊗ S′a ,b ,c is reducible for all a, b, c, λ, h, c1 , c2 , c3 ∈ C.

Proof It sufficient to prove that every 1⊗ vk generates a proper submodule of M ⊗
S′a ,b ,c , where 1 is the highest weight vector of M. Assume that M ⊗ S′a ,b ,c is cyclic on
1⊗ vk , i.e.,

M ⊗ S′a ,b ,c = U(g)(1⊗ vk) = U(g−)U(g+)(1⊗ vk).

Then there must exists w ∈ U(g−)U(g+) such that

1⊗ vk− 1
2
= w(1⊗ vk).

Let

w = ∑
i,j∈M,k,l∈M1

LiHjGkF lui,j,k,l ,

where ui,j,k,l ∈ U(g+) is a homogeneous element. Since

ui,j,k,l1 = 0, ∀ui,j,k,l ∈ U(g+)/C,
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we can assume there exists some ui,j,k,lvk ≠ 0. Let LiHjGkF l be a term in the
expression of w such that w(i, j, k, l) is maximal. By comparing two sides of 1⊗ vk− 1

2
=

w(1⊗ vk), we have
LiHjGkF lui,j,k,lvk = 0.

Since M is a free U(g−)-module, it follows that ui,j,k,lvk = 0, which is a contradiction.
This completes the proof. ∎

Theorem 5.4 L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c is simple if and only if it is cyclic on every
vector 1⊗ vk .

Proof The only if part is trivial.
Assume that L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c is cyclic on every 1⊗ vk . Let U be a sub-

module and 0 ≠ x ∈ U homogenous vector. Then

x = x0 ⊗ vk + x− 1
2
⊗ vk+ 1

2
+⋯+ x−s ⊗ vk+s ,

for some x j ∈ L(λ, h, c1 , c2 , c3) j , j = 0, 1
2 ,⋯, s. We use induction on n to show that

there is 1⊗ vk ∈ U for some k ∈ 1
2Z.

Case 1. c ≠ 0.

Replacing x with ux for some u ∈ U(g+) if necessary, we may assume that x0 = 1.
Choose n such that L jx−i = G j+ 1

2
x−i = H jx−i = F j+ 1

2
x−i = 0,∀ j ≥ n, i = 0, 1

2 , . . . , s.
Note that Sa ,b ,c is simple as (g(n) + hc +CC2)-module. Therefore from Density
Lemma [17], we may choose some u ∈ U(g(n) + hc +CC2) with uvk+i = δ0, iv0 for all
i = 0, 1

2 , . . . , s. Rewrite u = ∑i u i u′i with u i ∈ U(hc) and u′i ∈ U(g(n)). Note that

H jH i X = cH i+ j X , ∀i , j ∈ Z, X ∈ Sa ,b ,c .

For sufficient large l, replacing H jH i with cH i+ j in H l u, we obtain u′ ∈ U(g(n)) with
u′vk+i = H l uvk+i = cδ0, iv l ,∀i = 0, 1

2 , . . . , s. Now 0 ≠ u′β = c1⊗ v l ∈ M.

Case 2. c = 0.

If s = 0, then x = x0 ⊗ vn ∈ U . Assume s > 0. Recall that F j− 1
2
v i = 0 for any j ∈ Z,

i ∈ 1
2Z.
If Fl− 1

2
x ≠ 0 for some l ∈ Z+, we have

Fl− 1
2
x = y− 1

2
⊗ vk+ 1

2
+⋯+ y−s ⊗ vk+s ,

where y i = Fl− 1
2
x−i ∈ L(λ, h, c1 , c2 , c3)−i+l− 1

2
. By inductive hypothesis, now there

must be some 1⊗ vk ∈ U .
So Fi− 1

2
x = 0 for any i ∈ Z+. Since G 1

2
, G 3

2
, F 1

2
generate g+, vectors G 1

2
x and G 3

2
x

cannot both equal zero, for otherwise x would be a singular vector in L(λ, h, c1 , c2 , c3)
other than 1. But now we can follow the proof of [26, Lemma 3.4] (also see [21,
Theorem 28]). This completes the proof. ∎
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6 Simplicity of tensor product modules

In this section, we shall consider the simplicity of tensor product modules defined in
Section 5.

Let us first introduce an auxiliary module, using the called “shifting technique” in
[9].

Lemma 6.1 The vector space V = L(λ, h, c1 , c2 , c3) ⊗C[t± 1
2 ] can be endowed with a

g-module structure via

Lk(u1⊗ ts) =
⎧⎪⎪⎨⎪⎪⎩

(Lk + a + s + kb − ∣u∣)u1⊗ ts+k , i f s + ∣u∣ ∈ Z,
(Lk + a + s + k(b − 1

2 ) − ∣u∣)u1⊗ ts+k , i f s + ∣u∣ ∈ Z + 1
2 .

Hk(u1⊗ ts) = (Hk + c)u1⊗ ts+k , s + ∣u∣ ∈ 1
2
Z.

Gk+ 1
2
(u1⊗ ts) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(Gk+ 1
2
+ (−1)ū)u1⊗ ts+k+ 1

2 , i f s + ∣u∣ ∈ Z,

(Gk+ 1
2
+ (−1)ū(a + s + (2k + 1)(b − 1

2 ) − ∣u∣))u1⊗ ts+k+ 1
2 , i f s + ∣u∣ ∈ Z + 1

2 .

Fk+ 1
2
(u1⊗ ts) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Fk+ 1
2

u1⊗ ts+k+ 1
2 , i f s + ∣u∣ ∈ Z,

(Fk+ 1
2
+ (−1)ū c)u1⊗ ts+k+ 1

2 , i f s + ∣u∣ ∈ Z + 1
2 .

Proof It can be checked by straightforward but tedious calculations. ∎

Lemma 6.2 The g-module L(λ, h, c1 , c2 , c3) ⊗ Sa ,b ,c is isomorphic to V = L(λ, h, c1 ,
c2 , c3) ⊗C[t± 1

2 ] via the following map: for any m ∈ Z,

f ∶ M ⊗ Sa ,b ,c → M ⊗C[t±
1
2 ]

u1⊗ xm ↦ u1⊗ tm+∣u∣,

u1⊗ ym+ 1
2
↦ u1⊗ tm+ 1

2+∣u∣,

for all m ∈ Z, u ∈ U(g−)−m .

Proof It can be checked directly. ∎

We identifyV (resp.,V′)with L(λ, h, c1 , c2 , c3) ⊗ Sa ,b ,c (resp., L(λ, h, c1 , c2 , c3) ⊗
S′a ,b ,c) in this section.

Clearly, V = L(λ, h, c1 , c2 , c3) ⊗C[t± 1
2 ] is the weight space decomposition, that is

L(λ, h, c1 , c2 , c3) ⊗ ts = {v ∈ V ∣ L0v = (a + h + s)v , s ∈ 1
2
Z}.

Moreover, we see that V′ is generated by {1⊗ ts ∣ s ∈ 1
2Z}.

For k ∈ 1
2Z, we define

W(k) = ∑
i∈ 1

2 N

U(g)(w ⊗ vk+i) ⊂ L(λ, h, c1 , c2 , c3) ⊗ Sa ,b ,c ,

W(k)
s =W(k) ∩ (L(λ, h, c1 , c2 , c3) ⊗ ts),∀s ∈ 1

2
Z.

The proof of Theorem 5.4 actually shows the following result.
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Corollary 6.3 Let W be a nontrivial submodule in L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c , then W
contains Wk for some k ∈ 1

2Z.

Lemma 6.4
(1) W(k) = ∑i∈ 1

2 N
U(g−)(w ⊗ tk+i).

(2) W(k) ⊃ ⊕i≥k L(λ, h, c1 , c2 , c3) ⊗ t i .
(3) L(λ, h, c1 , c2 , c3) ⊗ tk− 1

2 =W(k)
k− 1

2
⊕C(w ⊗ tk− 1

2 ).

(4) Suppose that P is a weight vector in U(g−) such that Pw ⊗ tk− 1
2 ∈W(k)

k− 1
2
⊂

L(λ, h, c1 , c2 , c3) ⊗ Sa ,b ,c , then (U(g−)Pw) ⊗ tk− 1
2 ⊂W(k)

k− 1
2
.

Proof (1) It follows from U(g)(w ⊗ t i) = U(g−)U(g+ + g0)(w ⊗ t i) ⊂ ∑ j∈Z+
U(g−)(w ⊗ t i+ j).

(2) Using (1) and Lemma 6.1, by induction on s +m it is straight forward to prove
that H− j1 . . . H− js L−l1⋯L−lm w ⊗ t i ∈W(k) for all i ≥ k and j1 , . . . , js , l1 , . . . , lm ∈ Z+.

(3) This follows from (2) and the proof of Lemma 5.3.
(4) Suppose that P ∈ U(g−)−p , p ∈ 1

2Z+. From (2) and Lemma 6.1, we have

(L−i Pw) ⊗ tk−1 = L−i(Pw ⊗ tk+i−1)) − (a −m + k − 1 − ib)(Pw) ⊗ tk−1 ∈W(k)
k−1 ,

(H−i Pw) ⊗ tk−1 = H−i(Pw ⊗ tk+i−1)) − cPw ⊗ tk−1 ∈W(k)
k−1 ,∀i ∈ Z+.

Therefore, we may prove (4) by induction on p. ∎

For any s ∈ 1
2Z, from Lemma 6.2, similar to φs in [9], we may define the linear map

φs ∶ U(g−) → C by

φs(1) = 1,
φs(H−i u1) = −cφ(u),

φs(L−i u1) =
⎧⎪⎪⎨⎪⎪⎩

−(a + s − ib − ∣u∣ + i)φs(u), i f s + ∣u∣ ∈ Z,
−(a + s − i(b − 1

2 ) − ∣u∣ + i)φs(u), i f s + ∣u∣ ∈ Z + 1
2 ,

φs(G−i− 1
2
u1) =

⎧⎪⎪
⎨
⎪⎪⎩

−(−1)ū φs(u), i f s + ∣u∣ ∈ Z,
−(−1)ū(a + s − (2i + 1)(b − 1

2 ) − ∣u∣ + i)φs(u), i f s + ∣u∣ ∈ Z + 1
2 ,

φs(F−i− 1
2
u1) =

⎧⎪⎪
⎨
⎪⎪⎩

0, i f s + ∣u∣ ∈ Z,
−(−1)ū cφs(u), i f s + ∣u∣ ∈ Z + 1

2 .

It is clear that φs depends only on a, b, c, s.

Lemma 6.5 Let P ∈ U(g−). Then
(1) Pw ⊗ tn ≡ φn(P)w ⊗ tn (mod W(n+ 1

2 ));
(2) Pw ⊗ tn ∈W(n+ 1

2 ) if and only if φn(P) = 0.

https://doi.org/10.4153/S0008439524000559 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439524000559


Simple weight modules 13

Proof The proof for (1) is similar to that of [9, Lemma 8]. Part (2) follows from
(1). ∎

For a, b, c, λ, h, c1 , c2 , c3 ∈ C, by Lemma 5.3, M(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c is always
reducible, even if M(λ, h, c1 , c2 , c3) is simple. We will give necessary and sufficient
conditions for the simplicity of L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c .

Theorem 6.6 (1) If (a, b, c) ≠ ( 1
2 , 1

2 , 0), then L(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c is simple as a
g-module if and only if (φs(P1), φs(P2)) ≠ (0, 0) for all s ∈ 1

2Z, where P1 , P2 are given
in Theorem 2.2.
(2) L(λ, h, c1 , c2 , c3) ⊗ S′1

2 , 1
2 ,0 is simple as a g-module if and only if (φs(P1), φs(P2))

≠ (0, 0) for all s ∈ 1
2Z ∖ {−

1
2}.

Proof (1) By Theorem 5.4 and Lemmas 6.4, 6.5, it is clear that L(λ, h, c1 , c2 , c3) ⊗
S′a ,b ,c is simple if and only if J ⊗ ts +W(s+ 1

2 )
s = M(λ, h, c1 , c2 , c3) ⊗ ts for all s ∈ 1

2Z,
where J = U(g−)P1w +U(g−)P2w is the maximal submodule of M(λ, h, c1 , c2 , c3)
given in Theorem 2.2. It is equivalent to that (U(g−)P1w +U(g−)P2w) ⊗ ts /⊂W(s+ 1

2 )
s

for all s ∈ 1
2Z, and is equivalent to that (φs(P1), φs(P2)) ≠ (0, 0) for all s ∈ 1

2Z. So the
statement (1) follows.

(2) It is similar to (1), the only difference is that φ− 1
2
= 0. ∎

Example 6.7 (1) If λ = h = 0 and c3 ≠ 0, then J is generated by P1 = P2 = G− 1
2
. In

this case, M(0, 0, c1 , c2 , c3) ⊗ S′a ,b ,c is simple if and only if ϕs(G− 1
2
) ≠ 0 if and only if

a − b /∈ Z.
(2) If c3 = 0, h = −2c2 ≠ 0, then J is generated by P1 = H−11 and P2 = F− 1

2
1. In this

case, M(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c is not simple since

(φs(H−1), φs(F− 1
2
)) = (0, 0),

for all s ∈ 1
2Z.

Theorem 6.8 Let V(λ, h, c1 , c2 , c3) and V(λ′ , h′ , c′1 , c′2 , c′3) be the highest weight
g-modules (not-necessarily simple) with highest weight (λ, h, c1 , c2 , c3) and (λ′ , h′ , c′1 ,
c′2 , c′3), where 0 ≤Rea,Rea′ < 1, b, b′ ≠ 1. Then

V(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c ≅ V(λ′ , h′ , c′1 , c′2 , c′3) ⊗ S′a′ ,b′ ,c′

if and only if

λ = λ′ , h = h′ , c i = c′i , a = a′ , b = b′ , c = c′ , i = 1, 2, 3.

Proof The ‘if ’ part is trivial. We only need to prove the ‘only if ’ part.
Assume that

σ ∶ V(λ, h, c1 , c2 , c3) ⊗ S′a ,b ,c → V(λ′ , h′ , c′1 , c′2 , c′3) ⊗ S′a′ ,b′ ,c′ .
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Fix any k ∈ 1
2Z such that k ≠ − 1

2 when (a, b, c) = ( 1
2 , 1

2 , 0). Since σ(1⊗ tk) and 1⊗ tk

are of the same weight, we can assume that

σ(1⊗ tk) =
r
∑
i=1

p i ,k1′ ⊗ t l ,

where p i ,k are homogeneous elements of U(g−) and

a + h + k = a′ + h′ + l , c i = c′i , i = 1, 2, 3.(6.1)

Claim 1 c = c′.
For k ∈ 1

2Z, we have

σ(H0(1⊗ tk)) = cσ(1⊗ tk) = H0σ(1⊗ tk)

= H0(
r
∑
i=1

p i ,k1′ ⊗ t l)

= c′
r
∑
i=1

p i ,k1′ ⊗ t l .

Then we get c = c′.

Claim 2 λ = λ′ , h = h′, a = a′ and b = b′.
For m, n ∈ Z, k ∈ Z, we have

σ(Lm+n+1(1⊗ tk))

= (a + k + (m + n + 1)b)σ(1⊗ tm+n+1+k),

= Lm+n+1σ(1⊗ tk)

= Lm+n+1(
r
∑
i=1

p i ,k1′ ⊗ t l)

=
r
∑
i=1
(a′ + l + (m + n + 1)b′ − ∣u∣i ,k)p i ,k1′ ⊗ tm+n+1+l .(6.2)

As the proof of [9, Theorem 2], we get σ(1⊗ tk) = 1′ ⊗ tk . So σ is an isomorphism
from V(λ, h, c1 , c2 , c3) to V(λ′ , h′ , c′1 , c′2 , c′3). Thus, λ = λ′ , h = h′. Then by (6.1), we
get a = a′. By (6.2), we get b = b′. ∎
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