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In the context of discrete nonautonomous dynamics, we prove that the
homeomorphisms in the linearization theorem are C2 diffeomorphisms. In contrast
to other related works, our result does not involve non-resonance conditions or
spectral gaps. Our approach is based on the interlacing of the properties of
nonautonomous hyperbolicity of the linear part, and boundedness and Lipschitzness
of the nonlinearities. Moreover, we propose a functional approach to find conditions
for regularity of arbitrary degree.
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1. Introduction

The well-known Hartman–Grobman theorem [13, theorem I] is an essential tool in
the study of local behaviour of autonomous and nonautonomous nonlinear dynam-
ical systems. This theorem establishes a local topological conjugacy between the
continuous dynamical system given by a C1 diffeomorphism of the space R

d and
its linearization around an hyperbolic equilibrium, i.e. the dynamics near the equi-
librium points are topologically the same. This result helps to design local phase
portraits around all equilibria.

The global behaviour study begins when Pugh [17] studied a particular case
of the Hartman–Grobman’s theorem focused on linear systems with bounded and
Lipschitz perturbations allowing the construction of an explicit and global homeo-
morphism, but without considering its smoothness properties. This work inspired
Palmer [15] to achieve the first result of global linearization in the nonautonomous
framework: the Hartman–Grobman theorem for nonautonomous differential equa-
tions. This seminal article considered vector fields whose linear component inherits,
in some sense, the hyperbolicity property of the autonomous case, namely uni-
form exponential dichotomy property (see [8, 9] for more information about
this property); while the nonlinear parts of the vector fields are bounded and
Lipschitzian.
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Differentiability of discrete Palmer’s linearization 601

Although the task of finding such a homeomorphism is delicate, to show that
it has a class of differentiability is an inherently more interesting challenge in
dynamics, since this allows a better understanding of the information that is
carried from one system to another. In this sense, in the autonomous frame-
work, Sternberg [20, 21] proved that under certain non-resonance conditions the
local conjugation between two systems can actually be a Cr (r � 0) map. Later,
Belickĭı [3, 4] achieved the same result under assumptions related to the spectrum
of the diffeomorphism that defines the dynamics.

Nevertheless, to the best of our knowledge, there are no results about the differ-
entiability of Palmer’s linearization prior to this study [7], which establishes that,
under some technical assumptions, a orientation preserving linearization of class
C2 exists. For a recent generalization and improvement of this result, we refer the
reader to [6].

Noteworthy is that there is also a recent study by Cuong et al. [10], which
extends the Sternberg theorem [20, 21] to the nonautonomous case, i.e. a non-
resonance condition related to Sacker–Sell spectrum is satisfied in order to obtain
smooth local linearization; for more details on spectrum mentioned above, we refer
the reader to [18] and [14, chapter 5]. Additionally, there is an interesting and
novel approach given by Dragičević et al. in [12], where a nonuniform spectral
bound condition is given for ensuring that the linearization of the perturbed system
to be simultaneously differentiable at 0 and Hölder continuous linearization in a
neighbourhood of 0; we point out that in this work the authors assume that the
linear system has a nonuniform strong exponential dichotomy and the spectrum of
the linear part is addressed in terms of a time-discrete evolution operator.

In [11] Dragičević et al., in a discrete nonautonomous framework, investigate
C1 smooth linearization with a nonuniform strong exponential dichotomy in the
linear part. The main idea of the authors was to convert the linear part of the
nonautonomous system to an autonomous one in order to obtain a spectral gap
condition for C1 linearization of first-order nonautonomous difference equation. On
the contrary, in [2], Barreira and Valls discussed Hölder continuous linearization
with nonuniform dichotomy, however the smoothness is not considered.

Our work follows the results initiated in [7], and is strongly based on the study of
discrete framework expressed in [5], since we use some of their results and strategies
to find a Palmer’s homeomorphism. The main difference between our work and [5],
in terms of differentiability, is that we allow the existence of nonempty unstable
manifolds for the linear system; furthermore, our analysis neither involves a change
from a nonautonomous environment to an autonomous one nor the use of spectral
gaps in order to obtain C1-differentiability such as employed in [11]. Also our results
do not include the autonomous case. Another interesting fact of our work is that
differentiability is reached when in the linear part a wider family of dichotomies is
considered.

Our paper is organized as follows. In § 2 we establish the nonautonomous tools in
order to achieve the main results in this work. In § 3 we state a couple of results, that
show some class of differentiability of the homeomorphisms, by using interlacing
properties of hyperbolicity of the linear system, and boundedness and Lipschitzness
of the nonlinear part. Moreover, we give examples of systems in order to achieve
the conditions that allow homeomorphisms to have these classes of regularity. In
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§ 4 we study a generalization of the previous conditions in order to obtain C2

differentiability. Finally, in the last section, we propose an algebraic set of functions
and an operator that can be inductively applied in order to find conditions for
arbitrary high-order derivatives.

2. Preliminaries

Inspired by Palmer’s work [15], we studied the following nonautonomous discrete
systems:

x(k + 1) = A(k)x(k) (2.1)

and

y(k + 1) = A(k)y(k) + f(k, y(k)), (2.2)

where A : Z
+ → Md×d(R) is nonsingular (i.e. has invertible images) and uniformly

bounded, i.e.

M := max

{
sup

k∈Z+

∥∥A(k)
∥∥ , sup

k∈Z+

∥∥∥A−1(k)
∥∥∥
}
<∞.

We denote j �→ x(j,m, ξ) and j �→ y(j,m, η) the solutions of (2.1) and (2.2) which,
respectively, take the value ξ and η when j = m.

The function f : Z
+ × R

d → R
d is such that there exist sequences μ, γ : Z

+ → R
+

verifying, for every k ∈ Z
+ and every pair (y, ỹ) ∈ R

d × R
d, the following: |f(k, y) −

f(k, ỹ)| � γ(k)|y − ỹ|, |f(k, y)| � μ(k).

|f(k, y) − f(k, ỹ)| � γ(k)|y − ỹ|, |f(k, y)| � μ(k).

2.1. Nonuniform dichotomies and Green’s operator

In [11], the authors assume that the linear part has nonuniform strong expo-
nential dichotomy on Z. For our purpose, we endow (2.1) to a more general
nonautonomous hyperbolicity, which it satisfies on Z

+. Namely,

(d1) System (2.1) has a nonuniform dichotomy, i.e. there are two invariant com-
plementary projectors P (·) and Q(·) such that P (n) +Q(n) = I for every n ∈
Z

+, a nonnegative sequence D and a strictly decreasing sequence convergent
to zero h with h(0) = 1 such that⎧⎪⎪⎪⎨

⎪⎪⎪⎩
∥∥Φ(k, n)P (n)

∥∥ � D(n)
(
h(k)
h(n)

)
, ∀ k � n � 0

∥∥Φ(k, n)Q(n)
∥∥ � D(n)

(
h(n)
h(k)

)
, ∀ 0 � k � n,

where Φ(k, n) is the transition matrix for (2.1).
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Remark 2.1. The transition matrix for (2.1) is the matrix function Φ : Z
+ × Z

+ →
Md×d(R) given by

Φ(k, n) =

⎧⎨
⎩
A(k − 1)A(k − 2) · · ·A(n) if k > n,
I if k = n,
A−1(k)A−1(k + 1) · · ·A−1(n− 1) if k < n.

Remark 2.2. Projectors P (·) and Q(·) have been called invariant, which means
they are under the assumption that for every k, n ∈ Z

+ they satisfy

P (k)Φ(k, n) = Φ(k, n)P (n) and Q(k)Φ(k, n) = Φ(k, n)Q(n).

Remark 2.3. Green’s operator for system (2.1) associated with the dichotomy (d1)
is the matrix function G : Z

+ × Z
+ → Md×d(R) given by

G(k, n) =
{

Φ(k, n)P (n) ∀ k � n � 0,
−Φ(k, n)Q(n) ∀ 0 � k < n.

Additionally it is easily deduced that for every n ∈ Z
+ and every k �= n− 1

G(k + 1, n) = A(k)G(k, n) and G(n, n) = I +A(n− 1)G(n− 1, n).

The following properties establish a relation between Green’s operator G asso-
ciated with the dichotomy established in (d1) and the sequences μ and γ. These
conditions are used in [5] in order to obtain that (2.1) and (2.2) are topologically
equivalent on Z

+.

(d2)
∞∑

j=0

∥∥G(k, j + 1)
∥∥μ(j) <∞ for every k ∈ Z

+.

(d3)
∞∑

j=0

∥∥G(k, j + 1)
∥∥ γ(j) � q < 1 for every k ∈ Z

+.

The property that we establish below has been used [5] in order to ensure that
solutions for system (2.2) can be uniquely backwards continued.

(d4) The sequence γ and the matrix function A verify∥∥∥A−1(�)γ(�)
∥∥∥ < 1 for every � ∈ Z

+.

2.2. Cr-topological equivalence on Z
+

We recall the concept of topological equivalence for discrete systems.

Definition 2.4. Systems (2.1) and (2.2) are Z
+-topologically equivalent if there is

a function H : Z
+ × R

d → R
d that satisfies:
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(i) If x(k) is a solution of (2.1), then H[k, x(k)] is a solution of (2.2).

(ii) H(k, u) − u is bounded over Z
+ × R

d.

(iii) For each fixed k ∈ Z
+, the map u �→ H(k, u) is a homeomorphism of R

d.

Moreover, the function u �→ G(k, u) = H−1(k, u) satisfies (ii) and (iii) and maps
solutions of (2.2) into solutions of (2.1).

As explained before, it can be interesting to study which properties can be
deduced when studying the differentiability of such homeomorphisms. This idea
motivates the following definition.

Definition 2.5. Systems (2.1) and (2.2) are Cr-topologically equivalent on Z
+ if

they are topologically equivalent on Z
+ and u �→ H(k, u) is a diffeomorphism of

class Cr, with r � 1 for each fixed k ∈ Z
+.

The following result establishes a topological equivalence between systems (2.1)
and (2.2). We highlight it, together with its proof, because it gives us the tools that
will facilitate the presentation of our main results.

Proposition 2.6 [5, theorem 2.1]. If conditions (d1)–(d4) hold, then systems (2.1)
and (2.2) are Z

+-topologically equivalent.

To facilitate the reading of this article, we distinguish some relevant facts in the
proof of theorem [5, theorem 2.1]. Let us define

w∗(k; (m, η)) = −
∞∑

j=0

G(k, j + 1)f(j, y(j,m, η))

= −
k−1∑
j=0

Φ(k, j + 1)P (j + 1)f(j, y(j,m, η))

+
∞∑

j=k

Φ(k, j + 1)Q(j + 1)f(j, y(j,m, η)).

On the contrary, for each (m, ξ) ∈ Z
+ × R

d we define the map Θ : �∞(Z+,Rd) →
�∞(Z+,Rd) given by

(Θφ)(k; (m, ξ)) =
∞∑

j=0

G(k, j + 1)f(j, x(j,m, ξ) + φ(j; (m, ξ))).

Using Banach’s fixed point theorem we conclude the existence of a unique fixed
point

z∗(k; (m, ξ))) =
∞∑

j=0

G(k, j + 1)f(j, x(j,m, ξ) + z∗(j; (m, ξ))).
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It is easily verified that this map is a solution for the initial value problem

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
z(k + 1) = A(k)z(k) + f(k, x(k,m, η) + z(k))

z(0) = −
∞∑

j=0

Φ(0, j + 1)Q(j + 1)f(j, x(j,m, η) + z∗(j; (m, ξ))).

By unicity of solutions we have

x(k,m, ξ) = x(k, p, x(p,m, ξ)), ∀ k, p,m ∈ Z
+,

and analogously, we can verify

z∗(k; (m, ξ)) = z∗(k; (p, x(p,m, ξ))), ∀ k, p,m ∈ Z
+. (2.3)

For every fixed k ∈ Z
+, consider the maps H(k, ·) : R

d → R
d and G(k, ·) : R

d →
R

d given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
H(k, ξ) = ξ +

∞∑
j=0

G(k, j + 1)f(j, x(j, k, ξ) + z∗(j; (k, ξ)))

= ξ + z∗(k; (k, ξ))

and ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
G(k, η) = η −

∞∑
j=0

G(k, j + 1)f(j, y(j, k, η))

= η + w∗(k; (k, η)).

It has been proved that H and G = H−1 define the homeomorphisms that show
the topological equivalence between (2.1) and (2.2), i.e.

H[j, x(j,m, ξ)] = y(j,m,H(m, ξ)) (2.4)

and

G[j, y(j,m, η)] = x(j,m,G(m, η)).

To study additional properties of G, note that for n < k we have

y(n, k, η) = Φ(n, k)η −
k−1∑
j=n

Φ(n, j + 1)f(j, y(j, k, η)),
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which implies

Φ(k, n)y(n, k, η) = η −
k−1∑
j=n

Φ(k, j + 1)f(j, y(j, k, η))

= η −
k−1∑
j=n

Φ(k, j + 1)P (j + 1)f(j, y(j, k, η))

−
k−1∑
j=n

Φ(k, j + 1)Q(j + 1)f(j, y(j, k, η)).

In particular, for n = 0 we have

Φ(k, 0)y(0, k, η) = η −
k−1∑
j=0

Φ(k, j + 1)P (j + 1)f(j, y(j, k, η))

−
k−1∑
j=0

Φ(k, j + 1)Q(j + 1)f(j, y(j, k, η))

= η −
k−1∑
j=0

Φ(k, j + 1)P (j + 1)f(j, y(j, k, η))

+
∞∑

j=k

Φ(k, j + 1)Q(j + 1)f(j, y(j, k, η))

−
∞∑

j=0

Φ(k, j + 1)Q(j + 1)f(j, y(j, k, η))

= η −
∞∑

j=0

G(k, j + 1)f(j, y(j, k, η))

−
∞∑

j=0

Φ(k, j + 1)Q(j + 1)f(j, y(j, k, η))

= G(k, η) − Φ(k, 0)
∞∑

j=0

Φ(0, j + 1)Q(j + 1)f(j, y(j, k, η)).

Hence, using the definition of k �→ w∗(0; (k, η)) we conclude

G(k, η) = Φ(k, 0)

⎛
⎝y(0, k, η) +

∞∑
j=0

Φ(0, j + 1)Q(j + 1)f(j, y(j, k, η))

⎞
⎠

= Φ(k, 0)
(
y(0, k, η) + w∗(0; (k, η))

)
. (2.5)

To prove the Cr-topologically equivalence, in [5] it is supposed that system (2.1)
admits a nonuniform contraction, that is, in condition (d1) it is supposed that
P (·) = In. Namely, we have
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(D1) System (2.1) has a nonuniform dichotomy with projector P (·) = In, i.e.
there exist a nonnegative sequence D and a monotone decreasing sequence
convergent to zero h, with h(0) = 1, such that

∥∥Φ(k, n)
∥∥ � D(n)

h(k)
h(n)

, ∀ k � n � 0.

Furthermore, if we consider the property

(d5) The map u �→ f(k, u) and its derivatives with respect to u up to the order r
(r � 1) are continuous functions of (k, u) ∈ Z

+ × R
d,

we have the following result.

Proposition 2.7 [5, lemma 2.3]. If conditions (D1), and (d2)–(d5) hold, then
systems (2.1) and (2.2) are Cr-topologically equivalent on Z

+.

Remark 2.8. Note that when replacing (d1) with (D1), the form of Green’s opera-
tor is simpler, hence conditions (d2) and (d3) are also considerably easier to handle.
Also, in this case, the map k �→ w∗(0; (k, η)) is identically zero, which allowed the
authors to prove the differentiability of u �→ G(k, u).

Remark 2.9. Note that (d4) and (d5) imply that the map y �→ A(k)y + f(k, y)
is invertible with Cr inverse for each k ∈ Z

+. Thus, we obtain that the map η �→
y(0, k, η) is Cr for every k ∈ Z

+.

3. Diffeomorphism of discrete topological equivalence under a
dichotomy

This section is devoted to study the differentiability properties of the topological
equivalence. To obtain some class of differentiability we give sufficient conditions
for this purpose: the first one will allow us to obtain that G is of class C1 and H
is differentiable except for a set of zero Lebesgue measure. The second condition
helps to achieve C1 topological equivalence.

3.1. Almost C1 topological equivalence

The main goal of this subsection is to prove that η �→ w∗(0; (m, η)) is of class C1.
Later, we show that G is of class C1 while H is almost everywhere differentiable.
For this purpose, we consider the following property:

(d6) For each fixed m ∈ Z
+, the sequences D, h and γ satisfy

∞∑
j=m+1

⎛
⎜⎝D(j + 1)h(j + 1)γ(j)

⎡
⎣ j−1∏

p=m

∥∥A(p)
∥∥+ γ(p)

⎤
⎦
⎞
⎟⎠ < +∞.

Lemma 3.1. If conditions (d1)–(d6) hold, with r = 1 on (d5), then η �→
w∗(0; (m, η)) is a differentiable map for every fixed m ∈ Z

+.
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Proof. Fix η ∈ R
d and let (δn)n∈N ⊂ R

d be a convergent to zero sequence such that
δn �= 0 for every n ∈ N. Choose and fix m ∈ Z

+, we define

ψn(j) = G(0, j + 1)

f(j, y(j,m, η + δn)) − f(j, y(j,m, η))
−(∂f/∂u)(j, y(j,m, η))(∂y/∂η)(j,m, η)δn

|δn| ,

note that as η �→ y(j,m, η) is continuous, then limn→∞ y(j,m, η + δn) = y(j,m, η).
Applying (d5), we have

lim
n→∞ψn(j) = 0.

In the proof of proposition 2.6, in [5, p. 11], the authors define for j < m

Cm(j) :=
m−1∏
i=j

∥∥A−1(i)
∥∥

1 −∥∥A−1(i)γ(i)
∥∥ , (3.1)

and it is proved that

|y(j,m, η) − y(j,m, η̃)| � Cm(j)|η − η̃|.
However, we know

y(m+ 1,m, η) = A(m)η + f(m, η),

hence

y(m+ 1,m, η) − y(m+ 1,m, η̃) = A(m)(η − η̃) + f(m, η) − f(m, η̃),

thus

|y(m+ 1,m, η) − y(m+ 1,m, η̃)| �
∥∥A(m)

∥∥ |η − η̃| + |f(m, η) − f(m, η̃)|
� (
∥∥A(m)

∥∥+ γ(m))|η − η̃|. (3.2)

For j � m, we define Bm(m) = 1 and

Bm(j) :=
j−1∏
i=m

∥∥A(i)
∥∥+ γ(i), ∀ j > m, (3.3)

which, by (3.2), allows us to write for j � m

|y(j,m, η) − y(j,m, η̃)| � Bm(j)|η − η̃|. (3.4)

Now, we define

Am(j) :=
{Cm(j) j < m
Bm(j) j � m,

(3.5)

hence, for every j ∈ Z
+

|y(j,m, η) − y(j,m, η̃)| � Am(j)|η − η̃|.
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Thus, ∥∥∥∥∂y∂η (j,m, η)
∥∥∥∥ = lim

δ→0

|y(j,m, η + δ) − y(j,m, η)|
|δ| � Am(j). (3.6)

Similarly, ∥∥∥∥∂f∂u (j, u)
∥∥∥∥ = lim

δ→0

|f(j, u+ δ) − f(j, u)|
|δ| � γ(j).

Hence,

|ψn(j)|

�
∥∥G(0, j + 1)

∥∥
|f(j, y(j,m, η + δn)) − f(j, y(j,m, η))|

+
∣∣(∂f/∂u)(j, y(j,m, η))(∂y/∂η)(j,m, η)δn∣∣

|δn|

�
∥∥G(0, j + 1)

∥∥ γ(j)|y(j,m, η + δn) − y(j,m, η)| + γ(j)
∥∥(∂y/∂η)(j,m, η)∥∥ |δn|

|δn|

�
∥∥G(0, j + 1)

∥∥ γ(j)
(
|y(j,m, η + δn) − y(j,m, η)|

|δn| +
∥∥∥∥∂y∂η (j,m, η)

∥∥∥∥
)

� 2
∥∥G(0, j + 1)

∥∥ γ(j)Am(j).

Besides, by using (d3) and (d6) we have

∞∑
j=0

∥∥G(0, j + 1)
∥∥ γ(j)Am(j)

�
m−1∑
j=0

∥∥G(0, j + 1)
∥∥ γ(j)Cm(j) +

∞∑
j=m

∥∥G(0, j + 1)
∥∥ γ(j)Bm(j)

�
m−1∑
j=0

∥∥G(0, j + 1)
∥∥ γ(j)max

i<m
Cm(i) +

∞∑
j=m

D(j + 1)h(j + 1)γ(j)Bm(j)

� qmax
i<m

Cm(i) +
∞∑

j=m

D(j + 1)h(j + 1)γ(j)Bm(j) < +∞.

Finally, by using Lebesgue’s dominated convergence theorem we obtain

lim
n→∞

w∗(0; (m, η + δn)) − w∗(0; (m, η))
+
[∑∞

j=0 G(0, j + 1)(∂f/∂u)(j, y(j,m, η))(∂y/∂η)(j,m, η)
]
δn

|δn|

= − lim
n→∞

∞∑
j=0

ψn(j) = −
∞∑

j=0

(
lim

n→∞ψn(j)
)

= 0,

which implies η �→ w∗(0; (m, η)) is differentiable. �
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Corollary 3.2. If conditions (d1)–(d6) hold, with r = 1 on (d5), then for every
m ∈ Z

+

∂w∗(0; (m, η))
∂η

= −
∞∑

j=0

G(0, j + 1)
∂f

∂u
(j, y(j,m, η))

∂y

∂η
(j,m, η).

Moreover, η �→ w∗(0; (m, η)) is a C1 map for every fixed m ∈ Z
+.

Proof. The identity is an immediate consequence of the previous lemma. From this
identity and condition (d6), it follows easily, using Lebesgue’s dominated conver-
gence theorem, that η �→ ∂w∗(0; (m, η))/∂η is continuous. Thus, η �→ w∗(0; (m, η))
is a C1 map. �

Corollary 3.3. If conditions (d1)–(d6) hold, with r = 1 (d5), then for every k ∈
Z

+ η �→ G(k, η) is a C1 map. Moreover, for every fixed k ∈ Z
+, ξ �→ H(k, ξ) is

almost everywhere differentiable, i.e. it is a differentiable map except for a set of
zero Lebesgue measure.

Proof. By proposition 2.6 we know that systems (2.1) and (2.2) are topologically
equivalent. By lemma 3.1 and corollary 3.2, η �→ w∗(0; (k, η)) is C1 differentiable
for every k ∈ Z

+, and as stated in remark 2.9, η �→ y(0, k, η) is as well. Then (2.5)
allows us to conclude η �→ G(k, η) is a C1 map.

For every k ∈ Z
+, let us call Nk := {ξ ∈ R

d : det(∂G/∂η)(k,H(k, ξ)) = 0}. We
have Nk has zero Lebesgue measure by Sard’s theorem and for every ξ �∈ Nk, as
G(k,H(k, ξ)) = ξ, we have

∂G

∂η
(k,H(k, ξ))

∂H

∂ξ
(k, ξ) = I,

and so (∂H/∂ξ)(k, ξ) = [(∂G/∂η)(k,H(k, ξ))]−1, which completes the proof. �

Corollary 3.4. Suppose system (2.1) admits a nonuniform exponential
dichotomy, which means there are two complementary invariant projectors P (·)
and Q(·) and constants C, λ, ε > 0 such that{∥∥Φ(k, n)P (n)

∥∥ � C e−λ(k−n)+εn, ∀ k � n � 0∥∥Φ(k, n)Q(n)
∥∥ � C eλ(k−n)+εn, ∀ 0 � k � n.

Furthermore, suppose that for every k ∈ Z
+ u �→ f(k, u) is a C1 function such

that u �→ (∂f/∂u)(k, u) is a bounded map that satisfies

|f(k, u)| � κ e−ε(k+1) (3.7)

and ∥∥∥∥∂f∂u (k, u)
∥∥∥∥ � ν e−ε(k+1)ak, (3.8)

for given ν, κ > 0 and a ∈ (0, 1). Suppose also that Mν e−ε < 1. Then, if
aM e−λ < 1, for sufficiently small ν > 0, η �→ G(m, η) is a C1 map and ξ �→
H(m, ξ) is almost everywhere differentiable.
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Proof. Condition (d1) is easily verified with D(n) = C eεn and h(n) = e−λn. It is
easy to see that condition (3.8) implies that

|f(k, y) − f(k, ỹ)| � ν e−ε(k+1)ak|y − ỹ|,

so γ(k) = ν e−ε(k+1)ak and μ(k) = κ e−ε(k+1). Hence condition (d2) is immediately
satisfied and, provided ν is sufficiently small, so is (d3). Note that

∥∥∥A−1(k)γ(k)
∥∥∥ � Mν e−ε < 1,

thus condition (d4) is verified. Condition (d5) is satisfied by hypothesis, with r = 1.
Now consider the map j �→ Bm(j) defined in (3.3). It is easy to see that for j � m
we have

Bm(j) �
(
M + ν e−ε

)j−m �
(
M + ν e−ε

)j
,

thus

∞∑
j=m+1

D(j + 1)h(j + 1)γ(j)Bm(j) �
∞∑

j=0

D(j + 1)h(j + 1)γ(j)
(
M + ν e−ε

)j

� Cν e−λ
∞∑

j=0

[
a e−λ

(
M + ν e−ε

)]j
,

which, as aM e−λ < 1, is finite provided ν is sufficiently small, so condition (d6) is
satisfied. Applying corollary 3.3, the statement is verified. �

Remark 3.5. In the previous corollary, if we allow ε = 0, we recover the classic
exponential dichotomy. Furthermore, we would like to impose weaker conditions, in
particular M e−λ < 1, and hence a = 1, but it is a well-known fact in literature that
this is impossible for both the exponential and nonuniform exponential dichotomies,
since for both cases in general we have M e−λ � 1 [19, p. 823]. Nevertheless, note
that given any linear system (2.1), a wide family of perturbations f can be found
such that Mν e−ε < 1 and aM e−λ < 1, since both inequalities can be achieved by
setting f small enough and with a fast enough decreasing rate.

Remark 3.6. Corollary 3.4 has been inspired by [11, theorem 2]. Our approach
and that result consider (3.8), the same dichotomy and both results work for ν
sufficiently small. Nevertheless, we imposed the extra hypothesis aM e−λ < 1 and
conditions (3.7) and (d4).

Moreover, our result gives topologically equivalence on Z
+ with maps such that

η �→ G(m, η) is a C1 map and ξ �→ H(m, ξ) is almost everywhere differentiable, in
contrast to the mentioned theorem, which gives C1-topologically equivalence on Z.
However, our approach does not impose a Lipschitz condition for the derivative of
the perturbation, neither relies on spectral properties of the dichotomy, which is
the core of that result.
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3.2. Examples

This subsection is devoted to give examples that allow us to show different ways
to obtain the conditions in corollary 3.3.

Example 3.7. Let (an)n∈N, (bn)n∈N, (cn)n∈N three sequences such that

0 < α � an, bn � c−1
n � 1 � cn � M, (3.9)

for given M,α > 0, and let (cn)n∈N be monotone nondecreasing. Consider A(n) ∈
M3×3(R) the diagonal matrix given by

A(n) =

⎛
⎝an 0 0

0 bn 0
0 0 cn

⎞
⎠ , (3.10)

and consider system (2.1) associated with this sequence of matrices. Let (rn)n∈N

be a summable nonnegative sequence and define (γn)n∈N the sequence given by

γn =
rncn

rn−1 + · · · + r1 + 1
.

Let g : R
3 → R

3 be a bounded, differentiable Lipschitz (with constant � 1) map,
define f : Z

+ × R
3 → R

3 given by f(k, x) = γkg(x) and consider system (2.2) asso-
ciated with this perturbation and the previous linear system. Then, if Mrn < α for
every n ∈ N and

sup
k∈Z+

ck−1rk−1

rk−2 + rk−3 + · · · + 1
+

∞∑
j=1, j �=k−1

rj < 1,

systems (2.1) and (2.2) are topologically equivalent on Z
+. Moreover, for every k ∈

Z
+, η �→ G(k, η) is a C1 map and ξ �→ H(k, ξ) is almost everywhere differentiable.

In fact, since 0 � an, bn � cn, then
∥∥A(n)

∥∥ = cn � M and
∥∥A−1(n)

∥∥ � α−1.
Furthermore, let P (·) and Q(·) be

P (n) =

⎛
⎝1 0 0

0 1 0
0 0 0

⎞
⎠ and Q(n) =

⎛
⎝0 0 0

0 0 0
0 0 1

⎞
⎠ . (3.11)

Then, if we consider Φ(m,n) be the transition matrix for (2.1), it is clear that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∥∥Φ(k, n)P (n)
∥∥ �

k−1∏
j=n

max{aj , bj}, ∀ k � n � 0

∥∥Φ(k, n)Q(n)
∥∥ �

n−1∏
j=k

c−1
j , ∀ 0 � k < n.

Hence, setting h(n) =
∏n−1

p=1 c
−1
p and D(n) = 1, condition (d1) follows. Note also∥∥∥A(n)−1γn

∥∥∥ � α−1 rncn
rn−1 + · · · + r1 + 1

� Mα−1rn,
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thus (d4) is verified. It is easy to inductively prove

γj = rjcj

⎛
⎝j−1∏

p=1

1 +
γp

cp

⎞
⎠

−1

= rjcj

j−1∏
p=1

cp
γp + cp

.

Note that for every k ∈ Z
+ we have

∞∑
j=0

∥∥G(k, j + 1)
∥∥ γj �

k−1∑
j=0

h(k)
h(j + 1)

γj +
∞∑

j=k

h(j + 1)
h(k)

γj

�
k−1∑
j=1

⎛
⎝ k−1∏

p=j+1

c−1
p

⎞
⎠ cjrj
rj−1 + · · · + r1 + 1

+
∞∑

j=k

rjcj

⎛
⎝ j∏

p=k

c−1
p

⎞
⎠
⎛
⎝j−1∏

p=1

1 +
γp

cp

⎞
⎠

−1

�
k−1∑
j=1

⎛
⎝ k−1∏

p=j+1

c−1
p

⎞
⎠ ck−1rj
rj−1 + · · · + r1 + 1

+
∞∑

j=k

rj

⎛
⎝k−1∏

p=0

1 +
γp

cp

⎞
⎠

−1⎛
⎝j−1∏

p=k

1
cp + γp

⎞
⎠

<
ck−1rk−1

rk−2 + rk−3 + · · · + 1
+

∞∑
j=1, j �=k−1

rj ,

hence conditions (d3) and (d2) are satisfied with μj = γj‖g‖∞. Thus, applying
proposition 2.6 it follows that the systems are topologically equivalent on Z

+.
Condition (d5) is verified by hypothesis. Now, recall the map j �→ Bm(j) defined

in (3.3). It is easy to see m � n implies Bm(j) � Bn(j), hence for a fixed m ∈ Z
+

Bm(j) � B1(j) �
j−1∏
p=1

cp + γp.

So, we have

∞∑
j=m+1

D(j + 1)h(j + 1)γjBm(j) �
∞∑

j=1

h(j + 1)γjB1(j)

�
∞∑

j=1

γj

j∏
p=1

c−1
p

j−1∏
p=1

(cp + γp)
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�
∞∑

j=1

γjc
−1
j

⎛
⎝j−1∏

p=1

1 +
γp

cp

⎞
⎠

=‖r‖1 <∞.

Hence, (d6) is fulfilled. Finally, applying corollary 3.3, we show our claim.

Remark 3.8. Condition supk∈Z+(ck−1rk−1/(rk−2 + rk−3 + · · · + 1)) +
∑∞

j=1,j �=k−1

rj < 1 is obtained, for example, if the increasing rate of (cn) is smaller than the
growing rate of the partial sums of (rn) and ‖r‖1 < 1. Another simpler case is if
M‖r‖1 < 1.

Example 3.9. Let (an)n∈N, (bn)n∈N, (cn)n∈N three sequences as in (3.9), A(n) as
in (3.10) and system (2.1) associated with this sequence of matrices. Let (rn)n∈N

be a summable nonnegative sequence and define (γn)n∈N the sequence given by

γn =
rn

rn−1 + · · · + r1 + 1
.

Let g : R
3 → R

3 be a bounded, differentiable Lipschitz (with constant � 1) map,
define f : Z

+ × R
3 → R

3 given by f(k, x) = γkg(x) and consider system (2.2) asso-
ciated with this perturbation and the previous linear system. Then, if rn < α for
every n ∈ N and ‖r‖1 < 1, systems (2.1) and (2.2) are topologically equivalent on
Z

+. Moreover, for every k ∈ Z
+, η �→ G(k, η) is a C1 map and ξ �→ H(k, ξ) is almost

everywhere differentiable.

Indeed, conditions (d1), (d4) and (d5) follow easily in the same fashion as in the
previous example, with P (·) and Q(·) as in (3.11). It is easy to inductively prove

γj = rj

⎛
⎝j−1∏

p=1

1 + γp

⎞
⎠

−1

.

Note that for a fixed k ∈ Z
+

∞∑
j=0

∥∥G(k, j + 1)
∥∥ γj �

k−1∑
j=1

h(k)
h(j + 1)

γj +
∞∑

j=k

h(j + 1)
h(k)

γj

�
k−1∑
j=1

⎛
⎝ k−1∏

p=j+1

c−1
p

⎞
⎠ rj
rj−1 + · · · r1 + 1

+
∞∑

j=k

⎛
⎝ j∏

p=k

c−1
p

⎞
⎠ rj
rj−1 + · · · r1 + 1

<‖r‖1 < 1,
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hence proving (d3) and (d2) with μj = γj‖g‖∞. Thus, by proposition 2.6 the
systems are topologically equivalent on Z

+. Now, for a fixed m ∈ Z
+ we have

∞∑
j=m

D(j + 1)h(j + 1)γ(j)Bm(j) �
∞∑

j=1

h(j + 1)γ(j)B1(j)

�
∞∑

j=1

rj

⎛
⎝j−1∏

p=1

1 + γp

⎞
⎠

−1⎛
⎝ j∏

p=1

c−1
p

⎞
⎠
⎛
⎝j−1∏

p=1

cp + γp

⎞
⎠

�
∞∑

j=1

rjc
−1
j

⎛
⎝j−1∏

p=1

1 + γpc
−1
p

1 + γp

⎞
⎠

�‖r‖1 <∞.

Hence, (d6) is fulfilled. Thus, applying corollary 3.3 our claim is proved.

3.3. C1 topological equivalence

We show, in this subsection, that the topological equivalence between systems
(2.1) and (2.2) is of class C1. Moreover, we prove that the derivatives of G(k, ξ)
and H(k, ξ) are bounded as a function of ξ variable for each fixed k. To obtain our
main result, we introduce the following condition:

(d7) For each fixed m ∈ Z
+, the map j �→ Am(j) defined in (3.5) verifies

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j) < 1.

Remark 3.10. To the best of our knowledge, condition (d7) first appeared in
[1], when Backes and Dragičević were also studying the smooth linearization of
nonautonomous systems without spectral conditions to analyse coupled systems.

Lemma 3.11. If conditions (d1)–(d7) hold, with r = 1 on (d5), then η �→
w∗(m; (m, η)) is a C1 map for every m ∈ Z

+. Moreover, in that case we have

∂w∗(m; (m, η))
∂η

= −
∞∑

j=0

G(m, j + 1)
∂f

∂u
(j, y(j,m, η))

∂y

∂η
(j,m, η)

and ∥∥∥∥∂w∗

∂η
(m; (m, η))

∥∥∥∥ < 1. (3.12)

Note that the proof of this lemma follows in the same fashion as lemma 3.1 and
corollary 3.2. Moreover, statement (3.12) is a direct consequence of condition (d7).

Now we can establish the main result of this section.
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Theorem 3.12. If conditions (d1)–(d7) hold, with r = 1 on (d5), then systems
(2.1) and (2.2) are C1-topologically equivalent on Z

+. Moreover, in this case both
ξ �→ Hξ(m, ξ) and η �→ Gη(m, η) are bounded maps for every fixed m ∈ Z

+.

Proof. It is enough to note that η �→ G(m, η) = η + w∗(m; (m, η)) is differentiable,
and as the norm of the derivative of w∗(m; (m, η)), by lemma 3.11, is smaller than
1, then the derivative of G(m, η) is invertible everywhere. Moreover, as G(m, η) − η
is bounded, thus G(m, η) → ∞ when |η| → ∞. Hence, by [16, corollary 2.1], ξ �→
G(m, ξ) is a C1 diffeomorphism. In particular, ξ �→ H(m, ξ) is also differentiable.

Now, observe that

G(m, η) −G(m, η̃) = η − η̃ + w∗(m; (m, η)) − w∗(m; (m, η̃)),

thus, under condition (d7) it is easy to see

|G(m, η) −G(m, η̃)| � 2|η − η̃|.

On the other hand, observe that as

H(m, ξ) = ξ +
∞∑

j=0

G(m, j + 1)f(j, x(j,m, ξ) + z∗(j; (m, ξ))) = ξ + z∗(m; (m, ξ)),

then, using (2.3) we obtain

H[j, x(j,m, ξ))] = x(j,m, ξ) + z∗(j; (j, x(j,m, ξ))) = x(j,m, ξ) + z∗(j; (m, ξ)).

Thus,

H(m, ξ) = ξ +
∞∑

j=0

G(m, j + 1)f(j,H[j, x(j,m, ξ)]),

and, using (2.4), we conclude

H(m, ξ) = ξ +
∞∑

j=0

G(m, j + 1)f(j, y(j,m,H(m, ξ))).

Now, observe

|H(m, ξ) −H(m, ξ̃)|

� |ξ − ξ̃| +
∞∑

j=0

∥∥G(m, j + 1)
∥∥ ∣∣∣f(j, y(j,m,H(m, ξ))) − f(j, y(j,m,H(m, ξ̃)))

∣∣∣
� |ξ − ξ̃| +

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j) ∣∣∣y(j,m,H(m, ξ)) − y(j,m,H(m, ξ̃))

∣∣∣
� |ξ − ξ̃| +

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j)

∣∣∣H(m, ξ)) −H(m, ξ̃)
∣∣∣ .
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Hence, by using (d7)

|H(m, ξ) −H(m, ξ̃)|
|ξ − ξ̃| � 1

1 −∑∞
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j)

.

�

Remark 3.13. Suppose all conditions from corollary 3.4 are verified. By theorem
3.12, it is enough to verify condition (d7) in order to have that (2.1) and (2.2)
are C1-topologically equivalent on Z

+. Now, assume we can find a linear system
(2.1) such that M e−λ+ε < eε. It is easy to see that we can obtain a family of
perturbations f such that:

• M e−λ+ε < eε −Mν,

• denoting b = M e−λ/a(1 −Mν e−ε), it is also verified

Cν

(
M

|Me−λ − a(1 −Mν e−ε)| + e−λ +
e−2λa(M + ν e−ε)

1 − a e−λ(M + ν e−ε)

)
< 1, if b �= 1,

or

Cν

(
eλ sup

m∈Z+
mam + e−λ +

e−2λa(M + ν e−ε)
1 − a e−λ(M + ν e−ε)

)
< 1, if b = 1,

since both these conditions can easily be achieved for small enough ν > 0.
Under these conditions, it is easy to prove b > 0 and ab < 1. Then, considering

j �→ Cm(j) as defined in (3.1), for j < m we have

Cm(j) �
(

M

1 −Mν e−ε

)m−j

,

hence,

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j)

�
m−1∑
j=0

∥∥Φ(m, j + 1)P (j + 1)
∥∥ ν e−ε(j+1)ajCm(j)

+
∥∥G(m,m+ 1)

∥∥ ν e−ε(m+1)am

+
∞∑

j=m+1

∥∥−Φ(m, j + 1)Q(j + 1)
∥∥ ν e−ε(j+1)ajBm(j)

�
m−1∑
j=0

Cν eλambm−j + Cν e−λam +
∞∑

j=m+1

Cν e−λam
[
a e−λ(M + ν e−ε)

]j−m

.
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Thus, if b �= 1, we have

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j)

� Cν eλb

(
(ab)m − am

b− 1

)
+ Cν e−λam +

Cν e−2λam+1(M + ν e−ε)
1 − a e−λ(M + ν e−ε)

� Cν

(
M

|M e−λ − a(1 −Mν e−ε)| + e−λ +
e−2λa(M + ν e−ε)

1 − a e−λ(M + ν e−ε)

)
,

and if b = 1, we have

∞∑
j=0

∥∥G(m, j + 1)
∥∥ γ(j)Am(j)

� Cν eλmam + Cν e−λam +
Cν e−2λam+1(M + ν e−ε)

1 − a e−λ(M + ν e−ε)

� Cν

(
eλ sup

m∈Z+
mam + e−λ +

e−2λa(M + ν e−ε)
1 − a e−λ(M + ν e−ε)

)
.

Thus, under these hypotheses, condition (d7) is verified. However, as mentioned in
remark 3.5, it is impossible to find a linear system (2.1) such that M e−λ+ε < eε.
In other words, using the tools developed in this study, theorem 3.12 fails to be
applicable to the exponential or nonuniform exponential case; the latter dichotomy
is the one considered in corollary 3.4.

4. Second derivative

We once again consider expression (2.5) in order to study the second derivative
of the homeomorphism of topological equivalence. Taking into account remark 2.9,
the map η �→ y(0,m, η) is of class Cr (r � 1) for every fixed m ∈ Z

+ if conditions
(d1)–(d5) are satisfied; hence the class of differentiability of the homeomorphism
relies on the differentiability of the maps η �→ w∗(0; (m, η)) and η �→ w∗(m; (m, η)).

Lemma 4.1. Suppose conditions (d1)–(d6) hold, and (d5) is fulfilled with r = 2.
Also, there are functions Γ : Z

+ → R
+ and πm : Z

+ → R
+ such that

∥∥∥∥∥∂
2f

∂u2
(j, u)

∥∥∥∥∥ � Γ(j), for every j ∈ Z
+ (4.1)

and ∥∥∥∥∥∂
2y

∂η2
(j,m, η)

∥∥∥∥∥ � πm(j), for every j � m. (4.2)
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Differentiability of discrete Palmer’s linearization 619

Finally, suppose that for each fixed m ∈ Z
+, the sequences satisfy

∞∑
j=m

⎛
⎜⎜⎝D(j + 1)h(j + 1)

⎧⎪⎨
⎪⎩πm(j)γ(j) + Γ(j)

⎡
⎣ j−1∏

p=m

∥∥A(p)
∥∥+ γ(p)

⎤
⎦

2
⎫⎪⎬
⎪⎭
⎞
⎟⎟⎠ < +∞.

(4.3)
Then η �→ w∗(0; (m, η)) is a C2 map.

Proof. By corollary 3.2 we have

∂w∗(0; (m, η))
∂η

= −
∞∑

j=0

G(0, j + 1)
∂f

∂u
(j, y(j,m, η))

∂y

∂η
(j,m, η)

for every fixed m ∈ Z
+. Hence, in order to prove the differentiability of this map, it

is enough to find a summable function that uniformly (with respect to η) dominates

G(0, j + 1)

[
∂f

∂u
(j, y(j,m, η))

∂2y

∂η2
(j,m, η) +

∂2f

∂u2
(j, y(j,m, η))

(
∂y

∂η
(j,m, η)

)2
]

for every j � 0, which is verified by hypothesis. Therefore, we apply the same
strategy as in the proof of lemma 3.1 and corollary 3.2. �

Corollary 4.2. If conditions (d1)–(d6) hold, and (d5) is satisfied with r = 2,
and conditions of lemma 4.1 are satisfied, then η �→ G(k, η) is a C2 map for every
k ∈ Z

+. Moreover, for every fixed k ∈ Z
+, ξ �→ H(k, ξ) is almost everywhere two

times differentiable, i.e. it is a map two times differentiable except for a set of zero
Lebesgue measure.

Note that corollary 4.2 follows easily in the same fashion as the proof of corollary
3.3. Actually, for a fixed k ∈ Z

+, it can be deduced that outside of the set of zero
Lebesgue measure Nk (defined in the proof of corollary 3.3) where ξ �→ H(k, ξ) is
not differentiable, ξ �→ H(k, ξ) is two times differentiable.

Now we can establish the main result of this section.

Theorem 4.3. If conditions (d1)–(d7), with r = 2 on (d5), and conditions from
lemma 4.1 hold, then systems (2.1) and (2.2) are C2-topologically equivalent on
R

+. Moreover, in this case both ξ �→ Hξ(m, ξ) and η �→ Gη(m, η) are bounded maps
for every fixed m ∈ Z

+.

Proof. By lemma 4.1 η �→ w∗(0; (k, η)) is a C2 map, thus using (2.5) we can deduce
η �→ G(k, η) is a C2 map. Now, observe that as G(k,H(k, ξ)) = ξ, and by theorem
3.12 both G(k, ·) and H(k, ·) are C1 maps, then

∂G

∂ξ

(
k,H(k, ξ)

) · ∂H
∂ξ

(k, ξ) = I,

thus

∂2G

∂ξ2
(
k,H(k, ξ)

) · (∂H
∂ξ

(k, ξ)
)2

+
∂G

∂ξ

(
k,H(k, ξ)

) · ∂2H

∂ξ2
(k, ξ) = 0,
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hence,

∂2H

∂ξ2
(k, ξ) = −

(
∂G

∂ξ

(
k,H(k, ξ)

))−1

· ∂
2G

∂ξ2
(
k,H(k, ξ)

) · (∂H
∂ξ

(k, ξ)
)2

,

which is valid, since, as stated before, under condition (d7) the first derivative of
G(k, ·) is invertible everywhere. Furthermore, both ξ �→ Hξ(k, ξ) and η �→ Gη(k, η)
are bounded maps for every k ∈ Z

+, such as in theorem 3.12. �

Now we proceed to study some technical results in order to establish a concrete
example of corollary 4.2.

Lemma 4.4. Suppose conditions (d4)–(d5) hold, with r = 2 on (d5). Furthermore,
suppose there exist a function Γ : Z

+ → R
+ that verifies (4.1). Then, for every

j � m

∥∥∥∥∥∂
2y

∂η2
(j,m, η)

∥∥∥∥∥ �
j−m−1∑

i=0

⎡
⎣Γ(m+ i)

m+i−1∏
p=m

(∥∥A(p)
∥∥+ γ(p)

)2
j−1∏

p=m+i+1

∥∥A(p)
∥∥+ γ(p)

⎤
⎦ .

Proof. Fix m ∈ Z
+. We know η �→ (∂y/∂η)(j,m, η) is well defined for every j � m.

Consider the matrix initial value problem:

⎧⎨
⎩z(j + 1) =

[
A(j) +

∂f

∂u
(j, y(j,m, η)

]
z(j)

z(m) = I.
(4.4)

From the proof of theorem 2.7 we can deduce j �→ z(j,m, η) = (∂y/∂η)(j,m, η)
is solution of (4.4), hence,

z(m+ 1,m, η) =
[
A(m) +

∂f

∂u
(m, y(m,m, η))

]
z(m,m, η) = A(m) +

∂f

∂u
(m, η).

Then, we obtain

∥∥z(m+ 1,m, η) − z(m+ 1,m, η̃)
∥∥ =
∥∥∥∥∂f∂u (m, η) − ∂f

∂u
(m, η̃)

∥∥∥∥ � Γ(m)|η − η̃|,

or equivalently

∥∥z(m+ 1,m, η) − z(m+ 1,m, η̃)
∥∥

|η − η̃| � Γ(m).
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Now, set m̂ � m+ 1. Note that

z(m̂+ 1,m, η) − z(m̂+ 1,m, η̃)

=
[
A(m̂) +

∂f

∂u
(m̂, y(m̂,m, η))

]
z(m̂,m, η)

−
[
A(m̂) +

∂f

∂u
(m̂, y(m̂,m, η̃))

]
z(m̂,m, η̃)

= A(m̂)
[
z(m̂,m, η) − z(m̂,m, η̃)

]
+
∂f

∂u
(m̂, y(m̂,m, η))

[
z(m̂,m, η) − z(m̂,m, η̃)

]
+
[
∂f

∂u
(m̂, y(m̂,m, η)) − ∂f

∂u
(m̂, y(m̂,m, η̃))

]
z(m̂,m, η̃),

from where it follows that∥∥z(m̂+ 1,m, η) − z(m̂+ 1,m, η̃)
∥∥ �

(∥∥A(m̂)
∥∥+ γ(m̂)

)∥∥z(m̂,m, η) − z(m̂,m, η̃)
∥∥

+ Γ(m̂)|y(m̂,m, η) − y(m̂,m, η̃)|∥∥z(m̂,m, η̃)∥∥ ,
hence, using (3.4) and (3.6), we obtain

∥∥z(m̂+ 1,m, η) − z(m̂+ 1,m, η̃)
∥∥ �

(∥∥A(m̂)
∥∥+ γ(m̂)

)∥∥z(m̂,m, η) − z(m̂,m, η̃)
∥∥

+ Γ(m̂)

⎛
⎝m̂−1∏

i=m

∥∥A(i)
∥∥+ γ(i)

⎞
⎠

2

|η − η̃|.

Thus, defining for j � 1

φj,m =

∥∥z(m+ j,m, η) − z(m+ j,m, η̃)
∥∥

|η − η̃| ,

αj,m =
∥∥A(m+ j)

∥∥+ γ(m+ j)

and

βj,m = Γ(m+ j)

⎛
⎝m+j−1∏

p=m

∥∥A(p)
∥∥+ γ(p)

⎞
⎠

2

,

we have φ1,m � Γ(m) and

φj+1,m � αj,mφj,m + βj,m.

Thus, defining β0,m = Γ(m) it is easy to inductively prove

∥∥z(m+ j,m, η) − z(m+ j,m, η̃)
∥∥

|η − η̃| = φj,m �
j−1∑
i=0

⎛
⎝βi,m

j−1∏
p=i+1

αp,m

⎞
⎠ ,
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and as z(j,m, η) = (∂y/∂η)(j,m, η), this implies that for every j � m∥∥∥∥∥∂
2y

∂η2
(j,m, η)

∥∥∥∥∥
�

j−m−1∑
i=0

⎛
⎝βi,m

j−m−1∏
p=i+1

αp,m

⎞
⎠

=
j−m−1∑

i=0

⎡
⎣Γ(m+ i)

m+i−1∏
p=m

(∥∥A(p)
∥∥+ γ(p)

)2
j−1∏

p=m+i+1

∥∥A(p)
∥∥+ γ(p)

⎤
⎦ .

�

Corollary 4.5. Suppose conditions (d4)–(d5) hold, with r = 2 on (d5). If γ(j) =
ν e−ε(j+1)aj and Γ(j) = ζ e−ε(j+1)aj satisfies (4.1), then if a(M + ν) < eε, for every
j � m∥∥∥∥∥∂

2y

∂η2
(j,m, η)

∥∥∥∥∥ �
ζ
(
a e−ε

)m
eε(M + ν) − a(M + ν)2

[
(M + ν)j−m −

(
a e−ε(M + ν)2

)(j−m)
]
.

Proof. Applying lemma 4.4 and noticing
∥∥A(p)

∥∥+ γ(p) � M + ν for every p ∈ Z
+,

we have

∥∥∥∥∥∂
2y

∂η2
(j,m, η)

∥∥∥∥∥ �
j−m−1∑

i=0

⎡
⎣ζ e−ε(m+i+1)am+i

m+i−1∏
p=m

(∥∥A(p)
∥∥+ ν e−ε(p+1)

)2

×
j−1∏

p=m+i+1

∥∥A(p)
∥∥+ ν e−ε(p+1)

⎤
⎦

� ζ e−ε(m+1)am

j−m−1∑
i=0

⎡
⎣e−εiai

m+i−1∏
p=m

(M + ν)2
j−1∏

p=m+i+1

M + ν

⎤
⎦

= ζ e−ε(m+1)am(M + ν)j−m−1

j−m−1∑
i=0

[
a e−ε(M + ν)

]i

= ζ e−ε(m+1)am(M + ν)j−m−1 1 − [a e−ε(M + ν)
]j−m

1 − a e−ε(M + ν)

=
ζ(e−εa)m

eε(M + ν) − a(M + ν)2
[
(M + ν)j−m − (e−εa(M + ν)2)(j−m)

]
.

�

Theorem 4.6. Suppose system (2.1) admits a nonuniform exponential dichotomy,
which means there are two complementary invariant projectors P (·) and Q(·) and
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constants C, λ, ε > 0 such that{∥∥Φ(k, n)P (n)
∥∥ � C e−λ(k−n)+εn, ∀ k � n � 0∥∥Φ(k, n)Q(n)
∥∥ � C eλ(k−n)+εn, ∀ 0 � k � n.

Furthermore, suppose that for every k ∈ Z
+ u �→ f(k, u) is a C2 function such

that:

|f(k, u)| � κ e−ε(k+1),∥∥∥∥∂f∂u (k, u)
∥∥∥∥ � ν e−ε(k+1)ak

and ∥∥∥∥∂f∂u (k, u) − ∂f

∂u
(k, ũ)

∥∥∥∥ � ζ e−ε(k+1)ak|u− ũ|, (4.5)

for given κ, ν, ζ > 0 and a ∈ (0, 1). Suppose also that Mν e−ε < 1 and a(M + ν) <
eε. Then, if aM2 e−λ < 1, for sufficiently small ν > 0, η �→ G(k, η) is a C2 map and
ξ �→ H(k, ξ) is almost everywhere two times differentiable for every fixed k ∈ Z

+.

Proof. By corollary 3.4 we know conditions (d1)–(d6) are satisfied, since aM2 e−λ >
aM e−λ. In particular, (d3) is verified with γ(j) = ν e−ε(j+1)aj and (d5) is satisfied
with r = 2.

It is easy to see that (4.5) implies (4.1) from lemma 4.1 with Γ(j) = ζ e−ε(j+1)aj .
Once again consider the map j �→ Bm(j) defined in (3.3). As in the proof of corollary
3.4, it is easy to see for j � m:

Bm(j)2 � (M + ν)2(j−m) � (M + ν)2j
, ∀ m ∈ Z

+.

Hence,

∞∑
j=m

D(j + 1)h(j + 1)Γ(j)

⎡
⎣ j−1∏

p=m

∥∥A(p)
∥∥+ γ(p)

⎤
⎦

2

�
∞∑

j=0

D(j + 1)h(j + 1)Γ(j) (M + ν)2j

� Cζ e−λ
∞∑

j=0

[
a e−λ (M + ν)2

]j
.

As aM2e−λ < 1, then for small enough ν we have

∞∑
j=m

⎛
⎜⎝D(j + 1)h(j + 1)Γ(j)

⎡
⎣ j−1∏

p=m

∥∥A(p)
∥∥+ γ(p)

⎤
⎦

2
⎞
⎟⎠ < +∞. (4.6)
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On the other hand, using corollary 4.5 we have∥∥∥∥∥∂

2y

∂η2
(j,m, η)

∥∥∥∥∥
� ζ(e−εa)m

eε(M + ν) − a(M + ν)2
[
(M + ν)j−m − (e−εa(M + ν)2)(j−m)

]
=: πm(j),

for every j � m, thus

∞∑
j=m

D(j + 1)h(j + 1)πm(j)γ(j)

�
∞∑

j=m

Km

⎧⎨
⎩
[
e−λa(M + ν)

]j
(M + ν)m

−
[
e−λ−εa2(M + ν)2

]j[
e−εa(M + ν)2

]m
⎫⎬
⎭ < +∞,

for a small enough ν, where Km = Cνζ(e−εa)m e−λeε(M + ν) − a(M + ν)2. Thus,
the previous expression along with (4.6) implies condition (4.3) from lemma 4.1.
Hence, applying corollary 4.2 the theorem follows. �

Remark 4.7. This theorem extends corollary 3.4, with some extra hypothesis. Note
that we impose the existence of a function Γ that satisfies (4.1). This implies a
Lipschitz condition for ∂f/∂u, which, as mentioned in remark 3.6, was used by the
authors in [11] in order to prove the first class of differentiability for the topological
equivalence.

Remark 4.8. Similarly as we commented on remark 3.5, given any linear system
(2.1) with nonuniform exponential dichotomy, a wide family of perturbations f can
be found such that Mν e−ε < 1, a(M + ν) < eε and aM2 e−λ < 1, since all of these
inequalities can be achieved by setting f small enough and with a fast enough
decreasing rate.

On the other hand, by theorem 4.3, it would be enough to verify (d7) in order to
achieve C2-topological equivalence. Nevertheless, as explained in remark 3.13, this
cannot be proved with the tools developed in this study.

5. Conjectures for high-order derivatives

In this section we seek conditions that generalize our previous hypothesis in order
to obtain higher-order derivatives for the homeomorphism. To begin we introduce
a new condition to replace (d5):

(d5′) For every fixed k ∈ Z
+, u �→ f(k, u) is a Cr map and there are functions

Γs : Z
+ → R

+, 0 � s � r, m ∈ Z
+ such that:∥∥∥∥∂sf

∂us
(j, u)

∥∥∥∥ � Γs(j), for every j ∈ Z
+.
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Conjecture 5.1. Suppose that conditions (d1), (d4) and (d5′) are verified. Then,
there are functions πs,m : Z

+ → R
+, for every 1 � s � r and m ∈ Z

+ such that

∥∥∥∥∂sy

∂ηs
(j,m, η)

∥∥∥∥ � πs,m(j), for every j � m. (5.1)

Moreover, the family of functions {πs,m : 1 � s � r, m ∈ Z
+} can be recursively

found, i.e. each πs,m can be written as a function of those Γt and πt,m with t � s.

Note that conjecture 5.1 is true for r = 1 and r = 2, since in the proof of lemma
3.1 we showed that π1,m = Am verifies (5.1) for s = 1 and in lemma 4.4 we proved
that

π2,m(j) :=
j−m−1∑

i=0

⎡
⎣Γ2(m+ i)

m+i−1∏
p=m

(∥∥A(p)
∥∥+ Γ1(p)

)2
j−1∏

p=m+i+1

∥∥A(p)
∥∥+ Γ1(p)

⎤
⎦

satisfies (5.1) for s = 2. Moreover, the identity

π2,m(j) = π1,m(j)
j−m−1∑

i=0

Γ2(m+ i)∥∥A(m+ i)
∥∥+ Γ1(m+ i)

π1,m(m+ i)

shows the recursive relation we established. With these new notations, let us
consider the following conditions:

(d2′) For each fixed m ∈ Z
+, we have

∞∑
j=m

∥∥G(0, j + 1)
∥∥Γ0(j) < +∞.

(d6′) For each fixed m ∈ Z
+, we have

∞∑
j=m

∥∥G(0, j + 1)
∥∥Γ1(j)π1,m(j) < +∞.

(d8) For each fixed m ∈ Z
+, we have

∞∑
j=m

∥∥G(0, j + 1)
∥∥{π2,m(j)Γ1(j) + Γ2(j)π1,m(j)

}
< +∞.

A short calculus shows that (d2′) is equivalent to (d2). It is immediate that (d6)
is a more exigent condition than (d6′), while (d6′) does not imply (d6) in general,
but it is easy to see that if we replace (d6) with (d6′) in all of our previous results,
all conclusions follow in the same fashion. Similarly, (d8) replaces condition (4.3)
from lemma 4.1.
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The following construction shows the utility of this conjecture. Suppose conjec-

ture 5.1 is true. Choose a fixed m ∈ Z
+ and consider the set of functions:

Sm =

⎧⎨
⎩Γs

r∏
k=1

πek

k,m : 0 � s � r, ek ∈ Z
+

⎫⎬
⎭ .

Consider the module Z[Sm], that is, all Z-linear combinations of the functions
in Sm, and define the Z-linear map Dm : Z[Sm] → Z[Sm] given by

• Dm(Γs) = Γs+1π1,m, for every 0 � s < r − 1 and Dm(Γr) = 0.

• Dm(πs,m) = πs+1,m, for every 1 � s < r − 1 and Dm(πr,m) = 0.

• Dm(fg) = Dm(f)g + fDm(g), for every f, g ∈ Z[Sm] such that fg ∈ Z[Sm].

Now we can introduce our final condition:

(d9) For each fixed m ∈ Z
+ and every 0 � s � r, we have

∞∑
j=m

∥∥G(0, j + 1)
∥∥D

s
m(Γ0)(j) < +∞.

It is easy to see (d9) corresponds to (d2′) if r = 0, to (d2′) and (d6′) if r = 1 and
to (d2′), (d6′) and (d8) if r = 2. Thus, we can rewrite some of our previous results
as follows:

• Corollary 3.3. If conditions (d1), (d3), (d4), (d5′) and (d9) with r = 1 are
verified, then η �→ G(k, η) is a C1 map and ξ �→ H(k, ξ) is almost everywhere
differentiable for every fixed k ∈ Z

+.

• Theorem 3.12. If conditions (d1), (d3), (d4), (d5′) and (d9) with r = 1, and
(d7) are verified, then systems (2.1) and (2.2) are C1-topologically equivalent
on Z

+.

• Corollary 4.2. If conditions (d1), (d3), (d4), (d5′) and (d9) with r = 2 are
verified, then η �→ G(k, η) is a C2 map and ξ �→ H(k, ξ) is almost everywhere
two times differentiable for every fixed k ∈ Z

+.

• Theorem 4.3. If conditions (d1), (d3), (d4), (d5′) and (d9) with r = 2, and
(d7) are verified, then systems (2.1) and (2.2) are C2-topologically equivalent
on Z

+.

Naturally, this raises the following conjectures:

Conjecture 5.2. Suppose conjecture 5.1 is true for some r ∈ N, r � 3. If con-
ditions (d1), (d3), (d4), (d5′) and (d9) are verified, then systems (2.1) and (2.2)
are topologically equivalent on Z

+ with maps H and G such that for every fixed
k ∈ Z

+ η �→ G(k, η) is a Cr map and ξ �→ H(k, ξ) is almost everywhere r times
differentiable.
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Conjecture 5.3. Suppose conjecture 5.1 is true for some r ∈ N, r � 3. If condi-
tions (d1), (d3), (d4), (d5′), (d7) and (d9) are verified, then systems (2.1) and (2.2)
are Cr-topologically equivalent on Z

+.

Remark 5.4. Notice that in (5.1) the bounds for each partial derivative of order
1 � s � r are uniform in η for each j � m where m is the initial time of the solution
of (2.2). Thus, these conjectures are interesting in the sense that is not enough
that the partial derivatives exist in order to conclude that the homeomorphisms to
have some class of differentiability (actually they always exists if (d5′) is granted),
rather the uniform boundedness of these derivatives is what plays an important role
concerning the regularity of such homeomorphisms, and this is what was showed in
the proof of the cases r = 1, 2.

Remark 5.5. It is easy to see that a positive response to conjecture 5.1 immediately
implies a positive response to conjecture 5.2, that in turn implies a positive response
to conjecture 5.3.
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