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APPROXIMATION OF FUNCTIONS 
BY POLYNOMIALS IN C[- l , 1] 

Z. DITZIAN AND D. JIANG 

ABSTRACT. A pointwise estimate for the rate of approximation by polynomials, 

\f(x)-Pn(x)\ < C(r,\)^x(f,n-l6n(x)l-x), 

for 0 < A < 1, integer r, ip — \J\ — x2 and 6n(x) = n~l + ip(x)> is achieved here. 
This formula bridges the gap between the classical estimate mentioned in most texts on 
approximation and obtained by Timan and others (A = 0) and the recently developed 
estimate by Totik and first author (A = 1 ). Furthermore, a matching converse result and 
estimates on derivatives of the approximating polynomials and their rate of approxi­
mation are derived. These results also cover the range between the classical pointwise 
results and the modern norm estimates for C[— 1,1]. 

1. Introduction. Polynomial approximation of functions in C[— 1,1] has been in­
vestigated extensively. The direct result was proved by Timan, Dzjadyk, Freud and Brud-
nyi, (see [5] and [7]), each extending the previous work. They proved that for every 
function/ G C[—1,1] there exists a sequence of polynomials of degree n, Pn, satisfying 

(1.1) [f(x) - Pn(x)\ < C(r)L/(f,n-l(n-1 + Vl-x2)) = C{rW{f^-xèn{x)) 

where 

(1.2) a / ( / \ f )=Sup HAi/llcr-1,1] 
0<h<t 

and 

(i.3) AW=(su<-i)*(;y(*+(*-*#) i f i * ± f i < » 
10 otherwise. 

Recently, it was shown [4, Chapter 7] that there exists a sequence of polynomials of 
degree n (the best polynomial approximants t o / in C[— 1,1] would do) that satisfy 

(1.4) \\f-Pn\\C{-xM<C{r)^(f,n-x) 

where 

(1.5) ^(fj) = S u p d l A ^ H c t - u ] ; ^ ) = Vl-x2). 
\h\<t 
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APPROXIMATION OF FUNCTIONS 925 

We will show that for every/ G C[—1,1] and 0 < À < 1 there exists a sequence of 
polynomials of degree n satisfying 

(1.6) [f(x) - Pn(x)\ < C(r,X)^x(/,n-l8n(x)l-x) 

where 6n(x) = n~l + y\— x2 and 

(1.7) ufx(f,t) = Sup ( | |A^ | | C [ _ U ] ; <p{x) = A / T ^ ) . 
\h\<t 

The inequality ( 1.6) actually coincides with (1.1) when À = 0 and with ( 1.4) when À = 1. 
Converse inequalities for both (1.1) and (1.4) of the weak-type variety were proved. 

We will show that the existence of a sequence of polynomials Pn(x) satisfying 

(1.8) \f(x) - Pn(x)\ < C¥(n-%(x)l-x), 

with *F(0 an increasing function satisfying 

(1.9) ¥(/xf) < C(iir + 1 )vF(r) /x, r > 0 

where C is independent of p, and t, implies 

(1.10) oj^(fj)<C(n\)tr £ (n+iy-lV(n-1). 
0<n<r] 

This result includes results of Timan and others for À = 0 and a result of Totik and the 
first author for À = 1. One has to emphasize that while results by Ditzian and Totik in 
[4] apply to the case À = 1 for 1 < p < oo, we have no hope of proving a general result 
(i.e. for/7 ^ oo and 0 < A < 1), as in the case À = 0 such a result was proved to be 
impossible (see [6] and [1]). 

Results about the approximation of the derivatives and an estimate of the derivatives 
of the approximating polynomials will be given in Section 6. 

2. The direct estimate. The direct result already stated in the introduction as (1.6) 
will be stated and proved here utilizing a crucial lemma which will be proved in the next 
section. 

THEOREM 2.1. For 0 < A < 1, an integer r, and any f G C[—1,1] we have a 
sequence of polynomials Pn(x) of degree n satisfying 

(2. 1) \f(x)-Pn(x)\ < C(rAW^(f,n-%(x)l-x). 

where Sn(x) — n~x + y/l —x2. 

For the proof we will need the following lemma. 
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926 Z. DITZIAN AND D. JIANG 

LEMMA 2.2. For 0 < A < 1, an integer r and a function f G C[—1,1] we can 
construct a function Gn(x) such that 

(2.2) \f(x) - Gn(x)\ < MtS^if.n-Xix)1-*), 

and 

(2.3) èn(x)r\G(:\x)\ < MnrLU^(f,n-{6n(x)l-x), 

where5n(x) — n l + v l — x2. 

PROOF OF THEOREM 2.1. Using Lemma 2.2, we approximate/ — Gn by the poly­
nomial 0. We now follow [4, Chapter 7] to approximate Gn. We first approximate G{„~X) 

by Pn,r-\- We need a trigonometric polynomial kernel Tn which satisfies 

(2.4) Tn(x) > 0, r Tn(x)dx = 1 and 
J—7T 

F \x\2r+3Tn(x)dx<Ln-2r'\ 

(Such polynomials are constructed in [5, p. 57]). We now define Pn,r-\ by 

V i W = f^G{
n
r-{)(cos((arccosx) - t)^Tn(t)dt. 

Denoting 

(2.5) AI(JC) = |r|(|f| + Vl-x2) and6n(x) = nAn(x), 

we now have 

= k(xy-l r \ f ff _(%>(u)du]Tn(t)dt 
I J—7T L»/cos((arccosjc)—0 J 

Using straightforward computation, we have 

AI(JC) > \x(l — cost) =p Vl —x2 sinr| = |JC — cos((arccos;c) ± r)| 

(see [4, p. 80]), and hence 

/„(*)< F • — z—a\l*„ , Ux)r-lAUx)G^(u)du 
J-n \X — COS((arCCOS X) — t)\ Ucos((arccosjc)-0 t 

We recall (7.2.5) of [4], that is, 

ën(x) < 9 max(n¥, l)6n(u) 

and 
AI(JC) < 10|f| max(n¥, l)6n(u) 

Tn(t)dt. 
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for u between x and cos((arccosx) — i), and the elementary estimate 

Ai to < \t\(\t\ + Vl-x2) < \t\(n\t\ + l)Sn(x). 

These estimates now imply 

1 

927 

/, /
7T 

1 
-7T r — 7T |JC — cos((arccosJC) —t)\ 

x\6n(uY(%\u)\du\Tn(t)dt. 

Using Lemma 2.2 and 

Jco cos(arccosjc)—0 
\t\(n\t\ + l) 

(Sn(x)Y 

(2.6) 

where 

(2.7) 

we have 

^(/,o~tfr,^(/-,0 

« r r , ^ ( r , 0 = i n f ( r - * | | + < r | | v A Vi) , 

\èr
n(u)G(:\u)\ < Mnr^(f,n-lbn(u)'-x) 

<Mln
rKr^(f,n-rSn(uf1-X)) 

^ ( ( ^ ) K , " " + i ) ^ ( r . - - W - ) . 
We can now write 

JC — cos((arccosjc) — ?)| 

r„(r)rfr 
7cos((arccos^)-r) ' ' \\Sn(u)J ^Sn(u)J J 

<M3n
ru;^(f,n-%(x)l-x)f*^ 

<M4n
r~lu;^(f,n-%(x)l-x). 

We have in fact completed the proof of our theorem for the case r = 1. For r > 1 we 
continue the process dealing with ên(x)r~l

 (G^_1)(JC) — /V_i(je)) instead of £,,(jt)rG£r)(jt) 
and obtaining the estimate for G^r~2)(jc) using 

G ^ i M = [{(%-lXu) - Pn,r-l(u)) du = G^-2)(X) - j*Pn,r-X{u)du + C„ 
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and 
|fi„Wr-2(Gn,r-i(jc) - Pn,r-2(x))\ < Mnr-2ur^(f ,n~%(x)x-x). 

Repeating the process, we have 

\Gn(x) -Pn+r-i(x)\ < Cur^(f,n-l6n(x)l-x) 

As the result is valid for all n, we have proved our theorem pending the proof of 
Lemma 2.2. • 

3. Construction of the auxiliary function Gn. In this section we will prove Lemma 
2.2 using the technique employed in [2] and [4]. For the sake of completeness and as the 
situation here is simpler and somewhat different we will give the complete proof. 

PROOF OF LEMMA 2.2. First we choose £ = £(n) such that 4l~l < n2 < 4£, and 
then we write 

Gn(x) = V0(x)fi(x)+ £ ^ W ( l - ^ + s g n , ( x ) ) / T , W 
P . 1) " *=-£+! 

+ Vi(x)frt(x)+X¥-l(x)fT^(x) 

where 

(3.2) fT(x) = / fjr • • -j^Ei-ir1 f r W + / K « i + • • • + ur)) dux • • -dun 

rk = Tk(n) = n~l2~W sgnfc, 

¥(*) G C°°(R\ ¥(*) = 1 for JC < 1, 

0 < *F(JC) < 1 for 1 < x < 3 and W(x) = 0 for JC > 3 

and 
f*F(4-*(l-jt)) * < - l 

¥*(*) = | *F(4*(1+JC)) fc> 1 

We will only estimate (2.2) and (2.3) for JC G 4 = [-1 + 4_fc_1, - 1 + 4"*] with * = 
1, . . . , £ — 1 and for I\ = [—1,-1 + 4 - £] as the estimates for [3/4,1] are symmetric to 
that in [—1, —3/4] and since the estimates in [—3/4,3/4] are very simple. (We note that 
the first term of (3.1), Le. ^ o W / i W spoils the symmetry of the expression Gn(jc) but 
this will not negate the above as supp^PoW C [—3/4,3/4]. ) We further observe that 
supp¥*(*)(l - VM(xj) C [—1 +4-*-1,—1 + 3 • 4-*] and (supp¥<(*)) H [-1,1] = 
[—1,-1 + 3 • 4~e], Therefore, we can write for x e Ik = [—1 + 4 - * - 1 , — 1 + 4~k] and 

(3.3) \f(x)-Gn(x)\ < max \f(x) -fTj(x)\ < Sup |A{/(*)| 
J=kJc+\ 0<h<rk 
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where 

A//W =/(JC + h) -f(x) and Affix) = A ^ A ^ V w ) . 

Since for x G 4 , 

Sup h/iplx+t-h) < Sup h/2-(k+l)X<2xn-l2 -Ml-A) 

0<h<rk 0<h<rk 

we have 

(3.4) f(x) - Gn(x)\ < Sup UJ/(JC + J/i) 
0</KV 

< Sup Sup |A' , / ( 0 
C O<J)<2-VI->2-«'-

< Sup l l A ^ l l ^ ^ n - W - * ) . 
0<T7<2n-,<5n(jc)1-A 

For x G 1} = [—1, - 1 + 4~'], we note that when h < -r 

h/v(x+r-h)X < h/<p(-l + ^ ) " < fc/(l " ( " I + ^ ) 2 ) 
A/2 

r \ A / 2 / 2 \ A / 2 ^ 

<v(̂ r-(r* 
l - ( A / 2 ) 

and as 0 < /z < r£ the condition h <2/r means that n 2 < 4/r. We can now write for 

(3.5) \f(x)-Gn(x)\< Sup |AJf(*)| = Sup 
0<h<Te 0<h<T( 

*V{x+ïh) 

< sup sup |A; V ( 0 / (0 | 
Ç 0<>?<(f)AT^A/2 

<uj^(f,2n-l6n(x)l-x). 

We now use Thorem 4.1.2 of [4] with the step weight <px (which satisfies the conditions 
on step weights there) to obtain 

(3.6) ajr
v,(f,2h)<Cu;^(f,h) 

where C is independent off and h. This implies (2.2) for n > no. To obtain (2.2) for all 
n we increase the constant. 

For the estimate (2.3) we first recall that forr > 0 

(3.7) rwi<è(;
r)(y-)V

r|A;/r/«l-
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Using (3.7) and earlier considerations (see (3.5)) we obtain for x G T\ 

H\x)\=\fi:\x)\<rir\±(r)A Sup |A^(x)| 
l;=l \J J J 0<h<T( 

<Ti\2rYLU^(f,2n-%(x)l-x). 

Using (3.6) and r~[x < In1 < 6n6n(x)~{ for x G I*e we have 

IG^WI < Cx/n
rèn(x)-rur^(f,n-xèn(x)x-x). 

To prove (2.3) for x G Ik 1 < k < I - 1, we write 

(3.8) Gn{x) =fTk(x) + Vk+l(x)(fn+l(x) -fTk(x)). 

For x G h we show using the technique employed in proving (3.4) 

\f^{x)\<r^(2r)r Sup |AJ/| <M(n6n(xrl)ru\(f,n-l8n(x)l-x) 
0<h<rk ' V x 

and 

[/£> (*)| < A f ^ W - ^ V ^ ^ n - ^ J c ) 1 ^ ) 

with M independent of fc and/. 

Since for JC G h 

\^(x)\<MAkm<M2(nSn(xrl)m 

we have to show only 

(3.9) \fi\x) -j£>001 < M 3 ( ^ ( X ) - 1 ) V ^ ( / , M - 1 ^ ( X ) 1 - A ) 

for 0 < s < r. For 5 = 0we derive this estimate following (3.4) and using 

\frk(*) -fnJx)\ < \faix) -f(x)\ + \fTk+](x) -f(x)\. 

For s = r we already obtained the estimate as we may write 

^ W - / W ( x ) | < [ / < r > ( x ) | + [/£> (x)\. 

For other 5 (3.9) follows using the estimate 

||g(5)||c[a,*] < A[(b - ars\\g\\C[a,b] + (b- ay-s\\g(r)\\C[aM] 

(see Lemma 2.1 of [2]) where A is independent of [a,b] and g, a — — 1 + 4 - * - 1 , Z? = 
— 1 +4~k and 

£(*) =frk(x)-fTk+x(x). m 
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4. Estimate on derivatives of polynomials. In the proof of the converse results we 
need an estimate on the derivatives of polynomials. 

THEOREM 4.1. Suppose for a polynomial of degree n we have the estimate 

(4.1) \Pn(x)\ < M(n-%(x)Yu(n-%(x)l-x), \x\ < 1 

where ft is a real number and UJ satisfies 

(4.2) cj(fit) < C(ns + 1M0, \i > 0, t > 0. 

Then fori >ft + s(l-\) 

(4.3) \PiE\x)\ < MX (n-%(x)f~luj(n-l6n(x)l-xy \x\ < 1 

where M\ depends on M, C, £, s, ft and X but not on x, Pn or n. 

PROOF. Let us begin by estimating |P£(;t)|. It follows from [5, p. 70 (2)] that for a 
trigonometric polynomial Tn(x) we have 

T'n{t) = 22mn~2m+2 I" Tn(t + u)Hn,m(u)Kn,m(u)du 
J—IT 

where Kn/n and Hnm are trigonometric polynomials, 

( sin — A 2m 

Km(u) = [-T) and \Hn,m(u)\ < 1. 

We recall [5, p. 57] that 
/ knym(u)du < c(m)n2m-1, 

and hence we have 

| ^ ( 0 | < Ci(m)n [" \Tn(t + u)\Snm(u)du 

with Snm(u) an even positive trigonometric polynomial of degree (n — \)m satisfying 

(4.4) r Sn,m(u)du = 1 and f* \upSn,m(u)du ~ (-) , 0 < 7 < 2m - 1. 

We set Tn(t) = Pn(cos t), and hence 

(4.5) \T'n(t)\ = |J"n(cosf) sin t\ 

< C\(m)n Pn(cos(f + w))\Snm(u)du 

< MCi(m)n f [ - ( - + | sin(r + u)\)) 

x uj(n~l(n~l + | sin(f+ w)|) ]Snm(u)du. 
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We have 

- + I sin(f + w)l - + i sinrl +1 sinwl 
n ' , . , ' < -s—L—I_L L < i + n sinu < 1+ww, - + I sinrl - + |sinf 

and setting r = f + u or calculating directly, 

< 1 +H|M|. 
z + l sinrl 

± + |sin(f + w)| 

Therefore, we have 

u^ /T^ /T 1 + | sin(r + M)|)1_A) < Lj{n'l(rTl + I sinr|)l~A(l + «|u|)1-A) 

< C(l + (1 + n\u\f-X)s)uj(n-l(n-1 + | sin*!)1"*) 

and 

(rrl(rrl + | sin(f+ K) | ) ) < (1 +n\u\)W(n~l(n-{ + | sinrl))^. 

Using the above estimates in (4.5) and | sinr| = \ / l — x2, we have for 2m — 1 > \/3\ + 
kid-A) 

i P ^ V l - x 2 < Min{n-lbn{x)yuj{n-x8n{xy-x) 

* [_ Snm(u)(l + n\u\f\l+(l+n\u\)s)l~Xdu 

< M2n(n'l6n(x)Yiu(n-l6n(x)l-x). 

We now observe that for 1 — x2 > ^ we have y/\ —x2 >\{n l + v l - ? ) , and hence 

|/"B(*)| <M3(n-1
<5w(jc))/3_1o;(n~1^(x)1-A) for 1 - x 2 > ^ . 

We set a so that 1 — X — a and obtain 

\K(x)\ < MA{rr\rTx + Va2 - x2)f u(rrl(rTl + si a1 - x 2 ) 1 ^) , |x| < a 

or 

(4.6) |/^(ax)| < A f s ^ - ^ w f lu(n-%(Xy-x), \x\ < 1, 

and therefore, iterating (4.6), we have 

(4.7) \Pi°(aEx)\ < M6(n-l8n(x)Y~"uj(n-l6n(x)l-x), \x\ < 1. 

Hence for |x| < a1 

(4.8) | / f >(x)| < M1(n-lèn(x)Y~iLj(n-l8n(x){-x). 
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Condition (4.2) now implies for 0 < t < t\ 

(4.9) ^ < 2 C ^ 
(tx)s ~ ts 

(with C of (4.2)), and therefore, setting 

t\ = n~l8n(x)l~x for |JC| < a1 

and t — n~2+x, and recalling /? — t + (1 — X)s < 0, we have 

\Fi%)\ < M8n^(1-A)^%(^-£+(1-A)^(n-2+A) 

< M9n
2il-®oj(n-2+Xl \x\ < a1. 

Using Lemma 8.4.3 of [4], 

|/*°(*)| <Ml0n
2(i-^u;(n-2+x) \x\ < 1, 

which, combined with (4.8), implies (4.3). • 

5. The converse result. In this section we will prove a converse result that will 
unify the result of [4] for the particular case p = oo with the classical converse result for 
polynomial approximation (see [5] and [7]). Of course for 1 < p < oo only the result in 
[4] stands. 

THEOREM 5.1. Suppose for f E C[—1,1] and some given A, 0 < A < 1 there exists 
a sequence of polynomials satisfying 

(5.1) [f(x) - Pn(x)\ < Mcj(n'l6n(x)l-X) 

where uj(t) is an increasing function satisfying (4.2) with s = r, that is, 

cjj(fit) < C V + 1 M 0 

for any /i > 0, t > 0, with C independent of \i and t. Then for any t > 0 

(5.2) ^(fJ)<Mf Y, (n + iy-lu(n-1). 
0<n<rl 

We will also need the following lemma from [5, p. 58]. 

LEMMA 5.2. Suppose 0 < u^ < u^+i < • • • < «f such that 2 < uk/u^\ < 4 and 
suppose that u(u) is an increasing function. Then 

(5.3) J2»rMuîl)<M £ (n+\y-luj(n-1). 
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PROOF OF THEOREM 5.1. The proof of our theorem, i.e., of (5.2), starts in a way quite 
similar to that of the cases A = 0 [5, p. 73] and A = 1 [4, p. 83]. We write for x and h 
satisfying 

(5.4) I{x,h,\,r) x-^h<p\x+^h<px C [ - l , l ] 

| A ^ ( * ) | < \Ar
hv>(f-P2()(x)\ + \Ar

hv,Pr(x)\ 
( 5 - 5 ) < T max \(f - P2t)(0\ + &V(*)Ar max \F%(0\, 

and recall that when I(x, K A, r) (f_ [—1,1], A£ J(x) = 0. Given x and h for which (5.4) 
is satisfied, we choose an integer £ which is maximal satisfying 

(5.6) 2" ' (2" ' + ^ W ) 1 - A > 3rh. 

We will show that for such an t and £ G I(x, h, À, r) (satisfying (5.4)) we have 

(5.7) h < 2~l {IT1 + if(O) l~X < 24rh 

and 

(5.8) l ( 2 - < + ¥,(*)) < 2 - £ + ( ^ ( 0 < 2 ( 2 - £ + ^ ) ) . 

To prove the inequalities on the left of (5.7) we use (5.6) and prove the inequality on the 
left of (5.8). The latter is evident for ip(x) < r2~M as (p(Q > 0 and 2r + 1 < 3r. The 
inequality ip(x) > r2~M implies rhtp(x)x < l(f(x)2. To show this we write, using (5.6), 

2-A 2rh<^2-\2-^if(x))1 A < | l ^ ) ( i + i y \{x)l~x <l-^(xy 

The identity (f(Q2 = ^W 2 + (x — 0(£ +*) implies 

^(O2 > ^W 2 ~ rh<p\x) > v(x? ~ \v(x? = ^(x)\ 

which, using y/2 < 3r, completes the proof of the left side of (5.8) and therefore of (5.7). 
To prove the inequality on the right of (5.7), we observe that the choice of t as maximal 
satisfying (5.6) implies 

2-\2-e + p(x))l~X <\2rh, 

and we complete the proof of (5.7) when we prove the right hand side of (5.8) (for £ £ 
I(x, h, A, r) C [-1,1]). If ip(£f < \rhtp(x)x, we recall that 

V(x? > min(| 1 - *|, 11 + *|) > fo(x)x > \v(02 or <f(0 < ^{x). 

If i/K02 > \rh<p(x)x, we write 

¥>(02 < <f(xf + 2|£ - x\ < <p(x)2 + rh<p(x)x or v?(02 < 3<^(x)2. 
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We now use (4.2), (5.7) and the fact that u is increasing, and obtain 

(5.9) max \f-P2?(0\<M max u(l'\l'1 ^ Jl - £2)I_A) 

< Mu(24rh) < MMh). 

To estimate (/*?(£ )|> we write, recalling /*r)(£) = 0, 

As 

|/>2*C*) - / y . , (*)| < |/>2*(x) -f(x)\ + |P2*-i Or) - / ( * ) | 

<2Mo;(2^+1
<52-,+,(x)1-A), 

Theorem 4.1 with (3 = 0, £ = s = r and « = 2k implies 

\f%(0 - < - (01 < M2 (l~
k(2-k + „(0)) ~^(2-*+1 (2"*+1 + ̂ (0)1_A) 

< M2 (2-k(2~k + <p(0)) ~ros(2-k+l (2~k+l + ^(0) '""J • 

Therefore, using (5.8) and (4.2), we have 

<^(2^ + ^))V2?(Ol 

< M 3^(2-^ + ^ (0 ) A r £ (2"*(2-* + y»(0)) "o ; (2- i (2-* + y,(fl)I_A) 

< M3h
r f (2"*(2-* + <p(0)I_A) "w(2-*(2-* + ¥>(0)'"*). 

We now set in Lemma 5.2 u^1 = [l~k(2~k+<^(£)) ], and observe that 2 < «*/«*_ i < 
2 • 21_A < 4. We further recall, using (5.7), that u^1 < uj1 < h~l, and hence we can 
write 

(5.10) hrv(x)x\F<${Q\ 

< M,hr J: (2-%^oi-xy^(2-%-k(o
i-x) 

[2'k(2~k+<f(0)l'x]>h 

<M4h
r J2 (n+l)ru;(n-1). 

0<n<h~l 

Combining (5.9) and (5.10), we complete the proof of our theorem. • 
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6. The derivatives of the approximating polynomial. In this section we will esti­
mate /^ — /*r) in terms of the estimate off — Pn in analogy to a classical result of Timan 
and others (see [5, p. 74, Theorem 5]). The Lp case will also be stated and proved. We 
will then estimate P^ in terms of the estimate of \f(x) — Pn(x)\. 

THEOREM 6.1. Suppose for some f G C[—1,1] and 0 < A < 1 there exists a 
sequence of polynomials Pn satisfying 

(6.1) \f(x) - Pn(x)\ < Muj(n-%(x)l-x), \x\ < 1 

where Sn(x) = n~l + v l - x2, uj(f) is an increasing function satisfying (42), with s — r 
oo 

and £ kr lcj(k l) < oo. Thenf has locally r continuous derivatives and 
*=i 

(6.2) \^(x)Xr\f(r\x)-Pir\x)]\<Ml J2 kr'lu;(k-1). 
k>nbx

n~x 

PROOF. Following the standard technique, we write 
oo 

1=1 

Furthermore, using Lemma 5.2 with uj1 = ^ ( ̂ +<£(*)) , and letting I there increase 
to infinity, the inequality £wr-1u;(£) < oo, which implies Y,n~luj(^) < oo, assures us 
of the convergence of the series above. Using Theorem 4.1 (and (4.2)), we have 

\F$n(x)-F$ln(x)\ 

<M2(2-in-\2-in-x+^))Y 
The convergence of Enr_1ti/(^) now implies local uniform (in (JC0 — <5,JCO + S) C 
[—1 +5,1 — 6]) convergence of 

oo 

E(^«-*£..«). 
/ = 1 

and therefore, (f — Pn)(r) exists locally. We can now write 
oo 

WXr(f -Pnf\x)\ < </ r£K^i-^*.n)Wl 
1=1 
oo _ 

< ^E(2",'«"'«2'BW) c(2-'n- ,52,„(x) |-A) 
i = l 

OO _ 

< E ( 2 - ' » - , ^ „ W 1 - A ) w(2-'n-162,nW'-A) 
1=1 

and this completes the proof of our theorem. • 

The analogue for Lp was not stated explicitly in [4] or anywhere we know of, so for the 
sake of completeness, we are stating it here. 
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THEOREM 6.2. Supposef e Lp[-\, 1], 1 < p < oo, 

(6.3) Enif)p = M\\f-Pn\\Lp[_U] 

(Pn polynomial of degree n) and 

J2(n + iy~lEn(f)p<œ. 

Thenf^ exists locally in the Lp sense and 

(6.4) ||</[/-M - ^ l l y - i , , ] < MZ(k+ l)r-lEk(f)p. 
k>n 

PROOF. We follow exactly the classical proof using the series Y^xiP^n ~~ ^2jln) 
where Pk is the best polynomial approximant t o / in Lp[—l, 1]. Local Lp convergence 
and the estimate (6.4) itself are guaranteed by the estimate [4, Theorem 8.4.7], i.e., 

(6-5) \Wr^\\Lp[^M<Cnr\\Pn\\Lp[.XM 

for all «-th degree polynomials, Pn, which implies 

OO il (X) 

• • \\Lp[-l,l] i = \ i=\ 

< 2Cj:(2lnYE2ln(f)p 
i=l 

k>n 

THEOREM 6.3. Suppose for some f G C[— 1,1] and some 0 < A < 1 the sequence 
of polynomials Pn of degree smaller than n satisfies 

(6.6) \f{x)-Pn{x)\<Mujr^(f,n-l8n{x)x~x) 

for the r-th modulus of smoothness uf A (/*, 0- Then 

(6.7) \<p(x)XrP%\x)\ < Min%(xfx-l)r^x(f,n~X(x)l-x). 

Obviously, using Theorem 2.1, there exist Pn satisfying (6.6). We stated (6.6) to stress 
that it is those Pn that satisfy (6.7). 

PROOF. Following the proof of Theorem 7.3.1 of [4], we write 

/*;> = if - / f = /*;> - /*> + £(/>£ - P$-, ) 
k=\ 
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where 2* <n<2t+l. As 

^(f,HÛ < C(A,r)(M
r+ lV;,(f,f) 

for all/ , n and f, we have, using Theorem 4.1, 

\<p(x)X(r+i)Pir+l\x)\ < M2[nr+l6n(xy(r+m-^(f,n-%(x)l-x) 

+ £ 2«r+,)(2-*+ ^ r ^ X ' - ^ ^ ^ " ^ - * + f)^x) 

(6.8) < M,nr+l6n(xy(r+m-X)uj^(f,n-lën(x)l-x). 

Recalling [4, Theorem 8.4.8], we observe that it is sufficient to estimate 
^Ar(i + ^)d-A)rp(wr)( jc) m d ^pfj)^ Q n l y f Q r % e [_{ + 4 r2„-2? t _ 4^-2] W e n o w 

write 

|n-VA r(« - 1 + <pf-X)rI*?(x)\ < \n'Vr(n-1 + <pf-X)rI*?(x) - A ^ ^ . ^ W l 

+ I A ^ I ^ - U C P , , - / ) ( * ) | + \Ar
vHi+^-xJ(x)\ 

= h +h + h-

Clearly 

h<^{f,n-%{x)x-x). 

Moreover, for £y = x + (5 —7)vWA(^ + V(*)) ^ and JC e [—1 + 4r2n"2,1 — 4r2n - 2] 
we have 

A - V W < 9((j) <A<p(x), 0<j<r, 

and hence, using a/A(f,nt) < C(nr + l)a/r
 x(f, t), we have 

<MW^{f,n'X{x)x--x). 

Following Theorem 7.3.1 of [4], we estimate 

h < n-\Xr(x)(n-' + <p(x)f-X)r\I*\x) - Pir)(0\ 

< n -V A r W(n- ' + <p{x)fl~X)r\x - Z\ |/lr+1,(r/)| 

where r,, £ € (x - §^AW(i + ̂ ) ) I _ A I , x + ^ * ( x ) ( i + </?(*))1_Ai). Forx G [-1 + 

4r2n~2,1 — 4r2n~2], the above estimate and (6.8) yield the desired result. • 
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7. Remarks. 

REMARK 7.1. In Theorems 2.1,4.1,5.1 and 6.1 we needed a condition on the func­
tion majorizing \f(x) — Pn(x)\ while for the analogues on Lp[—1,1], 1 < p < oo no 
condition was imposed on En(f). The technical reason is that in Theorem 8.4.7 of [4] 
such a condition is not needed and in our Theorem 4.1 it is. 

For the behaviour uj(t) = ta we may obtain the following corollaries. 

COROLLARY 7.2. Forf e C [ - l , 1], a < r and0 < A < 1 the conditions 

(7.1) \f(x) - Pn(x)\ < C{n~\n-X + V l - x 2 ) 1 ^ ) " = C{rrlbn(x)l'x)a 

and 

(7.2) uf^<f,t)<Cif 

are equivalent. 

COROLLARY7.3. Forf e C[—1,1], r < aandO < A < 1 (7.1 ) implies the existence 
offr) locally, f-l) e A. Chc and 

(7.3) (1 - ^2)Ar/2[/<r,W - P^\x)\ < C2(n~1(n"1 + VI -x2)l~x)a~r. 

COROLLARY 7.4. Forf e C[- l , 1] anda<rthe condition (7.1)or 

Sn(x)(X-1)a\f(x)-Pn(x)\<Cn-a 

and 

a A) \(l-x2)XaAr
hf(x)\<C1h

a 

are equivalent. 

Corollary 7.4 is proved in a way similar to the treatment in [3]. 

REMARK 7.5. For A = 0, Theorems 2.1 and 5.1 yield a somewhat different proof 
of the Timan, Dzjadyk, Freud and Brudnyi result. One should note, examining the proof 
for A = 0, that we do not use theorems on ur^(f, t). We do, however, use the direction 
and methods of proofs developed in [4]. 
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