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Abstract
Prioritarianism is a family of views comparing distributions of well-being. What unites
prioritarians is the thought that when deciding whether a distribution is overall better
than another, the worse off have priority. There are different ways of making this
idea more precise. However, some of these views have extreme aggregative implications
and others have extreme anti-aggregative implications. This raises the question: can
prioritarians accommodate partial aggregation (aggregating in some but not all cases)
and avoid both extremes? In this paper, I explore and focus on a neglected anti-aggre-
gation condition. I identify a family of views I call ‘bounded prioritarianism’ that meet
this condition by placing an upper bound on the moral significance of benefits. I argue
that anyone sympathetic to partial aggregation ought to opt for a version of bounded
prioritarianism.
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1. Introduction

‘Prioritarianism’ is a family of views comparing distributions of well-being.1 What
unites prioritarians is the thought that when deciding whether a distribution is overall
better than another, the worse off have priority. More precisely, prioritarian views can
be characterised by the following two axioms:2

© The Author(s), 2024. Published by Cambridge University Press. This is an Open Access article, distributed under the
terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/4.0/), which permits unre-
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1In this paper, I discuss prioritarianism as an axiological rather than deontic theory; it is about what is
better rather than what we ought to do. For consequentialists, this implies a deontic theory as well, but I
do not take a stand here on consequentialism. For an accessible introduction to prioritarianism and a survey
of the literature, see Arneson (2022). A more specific way of characterising prioritarianism and its contenders
is as theories of ‘social welfare’: an ‘overall better-ness’ relation over social states depending on the well-being
of individuals in those states. See Adler (2019: chapter 3 and appendix) for a definition of social welfare and
the landscape of social welfare theories. Even if your personal ethics is not consequentialist, there are going to
be many questions about distributive justice or public policy that will hinge on questions about social welfare
in particular or comparing distributions of well-being more generally. See Adler (2019: chapters 5 and 6) for a
good introduction to the importance of social welfare theory in public policy. Adler and Norheim (2022) is a
more detailed survey of the difference prioritarianism can make to different policy areas.

2For simplicity, I am ignoring further axioms which underpin familiar social welfare theories and are
taken for granted in the literature. Since they are assumed by the contenders to prioritarianism as well,
they are not distinctive characterising features of prioritarianism. These include: Welfarism, Anonymity,
and the Strong and Indifference Pareto axioms. See Adler (2019: chapter 3).
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Pigou-Dalton: Transferring a fixed amount of well-being from a better off person
to a less well off person that reduces the gap between their well-being levels makes
things overall better.
Separability: The ranking of distributions is independent of the well-being levels
of unaffected individuals.

To give examples in this paper, I represent the well-being of individuals with numbers
(e.g. 20), the distribution of well-being with vectors, e.g. (20, 50, 10), and ‘overall better
than’ with ≻.3 Pigou-Dalton, for example, implies that (20, 40, 50) ≻ (10, 50, 50). It
introduces a weak constraint for giving priority to the worse off. This helps differentiate
prioritarianism from a view like utilitarianism which is concerned with total welfare and
does not care about the worse off more than it does about others.

Separability, for example, implies that (20, 50, 10) ≻ (30, 30, 10) iff
(20, 50, 100) ≻ (30, 30, 100). Separability makes precise the idea that the relative
position of an individual in a distribution does not matter. This helps differentiate it
from egalitarianism which is concerned with reducing inequalities of well-being.4

Separability is also attractive because of the deliberational benefits it comes with: we
can exclude unaffected individuals from any given comparative problem and simplify
the question.

Prioritarian theories diverge on how much priority they give to the worse off.
The two main families of views are ‘lexical’ (or ‘discontinuous’) and ‘continuous’ prior-
itarianism. ‘Leximin’ – inspired by Rawls (1971) – is the most straightforward way to
give lexical priority to the worse off:

Leximin: x ≻ y iff the worst off individual in x is better off than the worst off indi-
vidual in y; and if they are equally well off, then the second worst off individual in
x is better off than the second worst off individual in y; and so on. If the k-th worst
off individuals are equally well off for all k, then x and y are equally good.

Another idea is to think about what counts as sufficient well-being. Some people think
whether people are above or below a certain threshold of sufficient well-being is morally
important. You can think of that threshold as being the threshold of a reasonably good
life, or you can think of it as the threshold of a life that is worth living. The sufficiency
view is similar to leximin in that a group gets lexical priority, but it is different in that
the group that gets lexical priority is those below the sufficiency level. More precisely:

Sufficiency: x ≻ y iff those below the sufficiency level in x are better off than those
below the sufficiency level in y.5

3Strictly speaking, we need to make assumptions about the measurability and comparability of well-
being for these numbers to be meaningful. See Sen (2017: chapter A3*) for a full treatment. To be able
to engage with the full spectrum of prioritarian views, I assume here that well-being is cardinally measur-
able and that well-being levels, differences and ratios are both intra and interpersonally comparable. See
Adler (2019: chapter 2) for a defence of these assumptions.

4See Parfit (1997) for the underlying philosophical differences between prioritarianism and egalitarian-
ism, and arguments suggesting Separability. Arneson (2022: chapter 5) gives an introductory survey of the
debate between prioritarians and egalitarians.

5Crisp (2003) and Brown (2005) develop different versions of this view. Whether these views will strictly
speaking count as prioritarian will depend on our axiomatic definition of ‘prioritarianism’. Although both
views satisfy the Separability axiom, only Brown’s sufficientism satisfies the Pigou-Dalton axiom. That said,

Utilitas 231

https://doi.org/10.1017/S0953820824000074 Published online by Cambridge University Press

https://doi.org/10.1017/S0953820824000074


Any kind of lexical priority generates a problem which, following Adler (2012: chap-
ter 5), we can call the problem of ‘Absolute Priority’:

Absolute Priority: An arbitrarily small harm or benefit to the worse off can out-
weigh arbitrarily large benefits to others.

Absolute Priority is an extreme anti-aggregative implication of lexical views which easily
leads to counterintuitive verdicts since it is insensitive to the comparative magnitudes of
harms and benefits. To give an example, consider (20, 40, 40) with 30 as the threshold
for sufficient well-being. You can decide between either giving a very small benefit to
the worse off (0.1 units) or a very large benefit to the others (100 units each). Both
Leximin and Sufficiency say that you ought to prefer giving a 0.1 benefit to the worst
off person (who is also the only person below the sufficiency level) rather than 100
units of well-being to others. What is more, even if you make 0.1 as small as you
wish (say 10−100) and make 100 as great as you wish (say 10100), then it is still going
to be the case that the small benefit to the worse off is going to outweigh the large bene-
fit to everyone else.

Most prioritarians adopt the Continuous Priority view which avoids this problem.6

Continuous priority is an aggregative view (like utilitarianism) that gives more weight to
the well-being of the worse off:

Continuous Priority: x ≻ y iff the sum of well-being – transformed by the
‘prioritarian transformation function’ f – in x is higher than in y; where f is a
‘prioritarian transformation function’ iff it is a continuous, strictly increasing
and strictly concave (down) function of well-being.

The prioritarian transformation function transforms well-being by assigning differ-
ent weights to different well-being levels. Since it is increasing and concave, it assigns
more weight to the worse off. Since it is continuous, any distribution of well-being
will receive a ‘score’ – its sum of transformed well-being – which can be used as the
basis for ranking it versus others.7 Different versions of continuous prioritarianism
use different transformation functions capturing different degrees of (continuous)
priority for the worse off.8

A great advantage of continuous priority views is that they do not face the Absolute
Priority problem because of their aggregative feature. On the other hand, they have
extreme aggregative implications which lead to counterintuitive verdicts. For example:

Crisp’s sufficientism does satisfy a weaker version of the condition described in Adler (2019: chapter 3) as
the Minimal Pigou-Dalton condition. If we take prioritarianism to be characterized by Separability and the
Minimal Pigou-Dalton axioms, then both versions of sufficientism will count as prioritarian. Whether we
should do so and which version of sufficientism is the representative version does not bear on the problems
discussed in this paper.

6For examples of authors pressing the Absolute Priority problem, see the references in Adler (2012: 396).
See Parfit (1997) for an early exposition and defence of continuous prioritarianism, and Adler (2012) for a
more comprehensive book-length defence.

7See Adler (2019: chapters 3 and 4) for a discussion of continuity and why it imposes weighted addition.
8See §3 for a discussion of the two main families of continuous prioritarian functions (Atkinson and

Kolm-Pollak) and illustrations. The square root function is an example of an Atkinson prioritarian func-
tion. It implies – contra leximin – that (10, 50, 50) ≻ (20, 40, 40) because
���
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Numbers Win: An arbitrarily large harm to the worse off can be outweighed by
arbitrarily small benefits to sufficiently many others.9

We looked at two types of prioritarianism: lexical and continuous. The lexical views
have extreme anti-aggregative implications (Absolute Priority) and the continuous
views have extreme aggregative implications (Numbers Win) instead. This raises the ques-
tion: is there a version of prioritarianism that avoids both extremes? There is a growing
literature on ‘partial aggregation’ theories which seek to aggregate in some cases (to rule
out Absolute Priority) but not in others (to rule out Numbers Win).10 So another way of
putting the question is: Can prioritarians accommodate partial aggregation?

Sadly the answer is no. Prioritarians face an inescapable dilemma between Absolute
Priority and Numbers Win.11 Adler (2012: chapter 5) argues that Absolute Priority is
more counterintuitive than Numbers Win and that therefore we ought to pick a continuous
priority view and accept the Numbers Win property as an unfortunate consequence of this
reflective equilibrium. I agree with Adler that conceding Numbers Win is better than con-
ceding Absolute Priority. However, I think we can do better than this in accommodating
anti-aggregative intuitions. We can focus on similar but weaker anti-aggregation constraints
and identify the best version of prioritarianism that accommodates them.

In what follows, I explore a neglected anti-aggregation constraint (§2) and a family of
views I call ‘bounded prioritarianism’ that succeed in meeting it (§3). I then argue that
anyone sympathetic to partial aggregation ought to abandon more familiar versions of
prioritarianism in favour of a version of bounded prioritarianism (§4). Bounded priori-
tarianism is the best version of prioritarianism as far as partial aggregation is concerned.

2. A weaker anti-aggregation condition

Consider the following extreme implication of some aggregative theories:

Large Benefits Win: An arbitrarily large harm to the worse off can be outweighed
by a sufficiently large benefit to another group.

An example of the problem is: one person is very badly off – say with well-being 1 – and
another person is very well off – say with well-being 100. If Large Benefits Win, any
large harm to the worse off person – say of magnitude 100 – can be outweighed by
some large benefit to the other person who is already very well off. This seems wrong.

The problem is similar to Numbers Win but slightly different. Numbers Win meant
that a large harm can be outweighed by a large benefit which is distributed as a series of
small benefits across a very large number of people. Here the large harm is outweighed
by a large benefit which is distributed among a fixed number of people instead, and so
they are potentially going to each receive large benefits. The difference is simply
between the ways you distribute the large benefit, but in both cases, a large harm has
been outweighed by a benefit to a group of potentially well off individuals. (See

9For a classic example, see Scanlon’s (1998: 235) transmitter room case. I follow Adler (2012: chapter 5)
in referring to this as the Numbers Win problem.

10See Horton (2021) for a survey of the literature on partial aggregation and its challenges. See also §2
below for some motivations.

11See Adler (2012: chapter 5) for a discussion of this dilemma in the context of prioritarianism specif-
ically. Fleurbaey and Tungodden (2010) give conditions that lead to this dilemma for social welfare theories
more broadly. See Fleurbaey et al. (2009) for a more informal exposition of the same set of results.
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Figures 1 and 2. These figures only illustrate the different distributions of benefits in the
two problems. Whether or not the benefits outweigh the harms in these figures will of
course depend on the well-being levels of the individuals and the details of the prior-
itarian ranking used.)

Why think that Large Benefits Win might be a problem? There are three reasons for
this: independent intuitions; the implication of some prioritarian intuitions; and the
implication of some key motivations for partial aggregation.

Many people might find specific examples of Large Benefits Win, like the example
above, intuitively unacceptable. That said, we could be sceptical about these intuitions,
given the large amounts of well-being under consideration.12 However, interestingly in
the context of prioritarianism, aversion to Large Benefits Win simply follows from
much simpler low-stakes intuitions. Nebel and Stefánsson (2023) show that prioritar-
ians who give priority to the worse off in some low-stakes cases ought to be averse
to what I call Large Benefits Win cases when the stakes are high.

For example, it follows from many prioritarian views that for some level of well-
being w, a 0.9% loss to someone at w cannot be outweighed by a 1% gain to another
person at the same level. (The benefit is slightly greater than the loss of course, but
the worse off receive greater weight in the comparison.) Nebel and Stefánsson show
that it follows from this that for any well-being level w and any two groups of identical
size, a 10% loss to one group cannot be outweighed by any benefit to the other group,
no matter how large the benefit and how large the groups. Notice that this conclusion
implies aversion to Large Benefits Win but not to Numbers Win.13

Figure 1. Numbers win.

12Some have raised a similar point about Numbers Win. See §4 for discussion.
13See Table 3 in Nebel and Stefánsson (2023) for more examples. Strictly speaking, this result only

applies to prioritarian views with ratio-scale invariance. Atkinson prioritarianism satisfies this condition.
(See §3 below, and Adler (2012) for a thorough defence of the condition.) See Nebel and Stefánsson
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Putting intuitions about numbers and specific cases aside, Large Benefits Win
should seem problematic to anyone sympathetic to partial aggregation. Many people
who are attracted to partial aggregation think that Numbers Win is an unwelcome fea-
ture of utilitarianism and continuous prioritarianism, including continuous prioritar-
ians like Adler (2012: chapter 5) who accept it only as a forced result of reflective
equilibrium. But many of the justifications for finding Numbers Win problematic
and partial aggregation desirable apply to Large Benefits Win as well, since the
outweighing of large harms remains justified and the difference is simply about how
to distribute the benefits.

For example, depending on what our underlying conception of well-being includes,
some large harms could entail the violation of a person’s integrity, personal projects or
rights, and we might press for partial aggregation on the grounds that thorough aggre-
gation leading to these results is unacceptable.14 When a large benefit to the well off
outweighs an arbitrarily large harm to the worse off as in Large Benefits Win, the
harm to the worse off might, for example, entail a violation of their integrity.

Another motivation for partial aggregation is a concern for fairness, either in the
sense of having a fair distribution of well-being, or in the sense of ensuring everyone

Figure 2. Large benefits win.

(2023: Tables 1–2) for examples of their results in the absence of ratio-scale invariance. It is also worth
noting that Nebel and Stefánsson use their results for very different dialectical purposes. They present
them as a ‘calibration dilemma’ for prioritarians. I see them, however, as intuitive support against Large
Benefits Win and for ‘bounded prioritarianism’, defined below. (Only bounded prioritarian views yield
the low-stakes intuitions Nebel and Stefánsson draw on in the first place, under ratio-scale invariance.)

14See Williams (1973) on integrity and projects, and relatedly Rawls (1971) on the separateness of per-
sons. Whether integrity or rights can be incorporated into a social welfare theory is contentious. On rights,
for example, Nozick (1974) argues for a view that sees them as side-constraints, whether or not they are
incorporated into our conception of value as well. Sen (1982) and others on the other hand have developed
theories that incorporate rights into the value theory.
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has sufficient well-being when possible, both of which can be violated by thoroughly
aggregative views.15 Again, when a large benefit to the well off outweighs an arbitrarily
large harm to the worse off as in Large Benefits Win, it can lead to an unfair
distribution of well-being or to the worse off going below the sufficiency level.

A recently influential motivation for partial aggregation is that aggregation is only
plausible when the harms and benefits are in some sense relevant or close enough,
but not otherwise.16 Again, when a large benefit to the well off outweighs an arbitrarily
large harm to the worse off as in Large Benefits Win, the harm might be irrelevant and
not close enough to the benefit bestowed on the well off. All of these motivations for
partial aggregation, depending on the details, can count against both Numbers Win
and Large Benefits Win.

3. Bounded prioritarianism

Bounded prioritarianism is the version of prioritarianism that avoids Large Benefits Win:

Bounded Prioritarianism: x ≻ y iff the sum of well-being – transformed by the
‘bounded prioritarian transformation function’ f – in x is higher than in y; where
f is a bounded prioritarian transformation function iff it is a continuous, strictly
increasing, strictly concave (down) function of well-being with an upper bound.

Bounded prioritarianism is a species of continuous prioritarianism, with the ‘upper
bound’ differentiating between bounded and unbounded versions of continuous prior-
ity. Many familiar prioritarian transformation functions fall into the unbounded class,
but many functions also fall into the bounded class. To give examples, consider two
families of prioritarian functions familiar from the literature. These are the
‘Atkinson’ and ‘Kolm-Pollak’ functions:

Atkinson Prioritarianism: f is an Atkinson prioritarian transformation function
of well-being iff f (w) = 1

1−gw
1−g for γ≠ 1, and f(w) = ln w for γ = 1.

Kolm-Pollak Prioritarianism: f is a Kolm-Pollak prioritarian transformation
function of well-being iff f(w) =−eβw for β > 0.

γ and β are the priority parameters of their respective functions: the greater they are,
the greater the weight accorded to the worse off. Kolm-Pollak functions are all bounded.
However, only Atkinson functions with γ > 1 are bounded; the rest are unbounded.17

15Distributional fairness of course is a main concern for egalitarian social welfare theories. See also
Parfit’s (1997) comments on fairness when introducing prioritarianism. See Frankfurt (1987) and Crisp
(2003) on the importance of sufficient well-being.

16See Voorhoeve (2014) for an influential account. Whether or not this will count against Large Benefits
Win will of course depend on how the view is fleshed out. See Brown (2020) for a survey of possible ‘close
enough’ approaches.

17See Adler (2022) for an introduction to the two families of functions and their features, and Adler
(2012: chapter 5) for arguments in favour of Atkinson prioritarianism. Atkinson functions are only well-
defined for non-negative or positive well-being, and exhibit extreme behaviour around zero. Kolm-Pollak
functions do not have these problems. On the other hand, only Atkinson functions satisfy ‘ratio-scale
invariance’, which says that ratio re-scalings of well-being do not affect the ranking of distributions, imply-
ing that only well-being levels, differences and ratios are relevant to the ranking of distributions. For the
purposes of this paper, I do not take a stand on ratio-scale invariance and which family of functions is
preferable.
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Figure 3 below illustrates two unbounded Atkinson functions with well-being on the
horizontal axis and transformed well-being on the vertical axis: f (x) = 2

��

x
√

and g(x)
= ln(x). And Figure 4 illustrates a bounded Atkinson function and a Kolm-Pollak
(and therefore bounded) function: h(x) =−x−1 and p(x) =−e−x.

We have seen that some prioritarian functions are bounded and some are
unbounded. The bounded functions have the advantage that they do not allow Large
Benefits Win. More precisely:

Large Benefits Win and Continuous Priority: If f is a continuous prioritarian
transformation function: Large Benefits Win iff f is unbounded.

To see why, assume first that f is bounded with least upper bound c. Compare a distri-
bution of well-being D with any distribution D* in which D* benefits a group of bene-
ficiaries at the price of harming a particular victim. The difference between the
transformed well-being levels of the beneficiaries from D to D* cannot be greater
than n(c− wb), where n is the number of beneficiaries and wb is the well-being level
in D of the worst off beneficiary. Since all three variables are fixed by D and f, there
is an upper bound on the benefits of D* relative to D. On the other hand, the difference
between the transformed well-being levels of the victim can be arbitrarily large because f
is strictly increasing and has no lower bound. Putting these two thoughts together with
a continuous prioritarian ranking employing f, it follows that some harms to the victim

Figure 3. Unbounded prioritarian transformation functions.
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cannot be outweighed by any benefits to the beneficiaries. In other words, if Large
Benefits Win, then f is unbounded.

Next, assume that f is unbounded. Consider D and D* above again. It is still true that
the difference between the transformed well-being levels of the victim can be arbitrarily
large. But now it is also true that the difference between the transformed well-being levels
of the beneficiaries can be arbitrarily large, because f is strictly increasing and has no
upper bound. Putting these two thoughts together with a continuous prioritarian ranking
employing f, it follows that any harm to the victim can be outweighed by sufficiently large
benefits to the beneficiaries. In other words, if f is unbounded, then Large Benefits Win.

It is important to distinguish what I call bounded prioritarianism from other views
that employ upper bounds in other ways. Bounded prioritarianism places an upper
bound on the continuous prioritarian transformation function of well-being. To coun-
ter the extreme implications of aggregation (e.g. Numbers Win), some have suggested
placing an upper bound on the total value of any number of small benefits or
harms.18 This strategy can avoid Numbers Win because the total value of any number
of small benefits may be less than the (dis)value of some large harms and therefore can-
not outweigh it. This is a solution to Numbers Win that is not available to the bounded
prioritarian. On the other hand, this strategy comes with its own problems. For

Figure 4. Bounded prioritarian transformation functions.

18See, for example, Carlson’s (2000) exploration of the ‘Moderate Trade-Off Theory’, and more recently
Lazar and Lee-Stronach (2019). (See especially their rejection of ‘simple additivity’, and further references
in footnote 22). See Horton (2021) for discussion and objections.
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example, it leads to the counterintuitive implication that the value of a harm or benefit
to a person can change depending on how many other victims or beneficiaries are
around. Since the total value of benefits is bounded, if there are millions of people in
danger, saving you from this danger matters less than if there are only hundreds in
danger. Bounded prioritarianism as defined above avoids this implication: the value
of saving you from danger only depends on your well-being level, the magnitude of
the benefit and the underlying prioritarian transformation function.

4. Arguments for bounded prioritarianism

Figure 5 below summarises the prioritarian views we have seen and their implications.
In this section, I give three reasons why anyone sympathetic to partial aggregation
ought to pick Bounded Continuous Priority.

Firstly, as I argued in §2, Large Benefits Win is an undesirable implication of any
prioritarian theory. To remind you, Large Benefits Win is both intuitively problematic
and also clashes with some prioritarian-friendly low-stakes intuitions. What is more,
many arguments in favour of partial aggregation which rule out Numbers Win also
rule out Large Benefits Win. If we take these considerations seriously, we will have to
opt for either Lexical Priority or Bounded Continuous Priority. If we find Absolute
Priority problematic too, Lexical Priority is no longer an option. Therefore, we ought
to pick Bounded Continuous Priority.

Secondly, some believe that Numbers Win is a pseudo-problem and our intuitions
about large numbers here cannot be reliable.19 As I argued in §2, the same cannot
be said about Large Benefits Win: the large-number intuitions are about benefits to
potentially well off people, and not numbers of people, and what is more, they follow
from some small-number intuitions too. This means that we can concede Numbers
Win because of the unreliability of our intuitions (or simply to avoid Lexical
Priority), and still try to avoid Large Benefits Win. Bounded Continuous Priority
does exactly that.

Finally, if we are sympathetic to partial aggregation, we would like to avoid extreme
aggregative and anti-aggregative implications. Neither Lexical Priority nor Unbounded
Continuous Priority can do this. Bounded Continuous Priority is the only available view
that avoids both some extreme aggregative implications (Large Benefits Win) and
extreme anti-aggregative implications (Absolute Priority). Therefore Bounded
Continuous Priority gives us the best version of prioritarianism as far as partial
aggregation is concerned.

5. Conclusion

There is a growing literature on partial aggregation and whether it is possible to avoid
the extreme implications of both aggregative and non-aggregative theories comparing
distributions of well-being. Partial aggregation is not easy for prioritarians: lexical
views have extreme anti-aggregative implications (e.g. Absolute Priority) and continu-
ous views have extreme aggregative implications (e.g. Numbers Win).

I drew attention to a neglected implication of some aggregative theories which I call
Large Benefits Win, and argued that it is both independently problematic and also con-
flicts with some of the motivations for partial aggregation. I then identified a subset of

19See, for example, the references in Horton (2021: footnote 5).
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continuous prioritarian views which I call bounded prioritarianism, and showed how
they can avoid Large Benefits Win. I concluded by arguing that anyone sympathetic
to partial aggregation ought to pick bounded continuous prioritarianism because it is
the only aggregative view that avoids Large Benefits Win, and because it is the only
view that avoids both extreme aggregative and anti-aggregative implications.
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