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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL
LOGICS AND THEIR RELATIONS

TIZIANO DALMONTE
Free University of Bozen-Bolzano

Abstract. We present a family of minimal modal logics (namely, modal logics based on
minimal propositional logic) corresponding each to a different classical modal logic. The
minimal modal logics are defined based on their classical counterparts in two distinct ways: (1)
via embedding into fusions of classical modal logics through a natural extension of the Gédel—-
Johansson translation of minimal logic into modal logic S4: (2) via extension to modal logics of
the multi- vs. single-succedent correspondence of sequent calculi for classical and minimal logic.
We show that, despite being mutually independent, the two methods turn out to be equivalent
for a wide class of modal systems. Moreover, we compare the resulting minimal version of K
with the constructive modal logic CK studied in the literature, displaying tight relations among
the two systems. Based on these relations, we also define a constructive correspondent for each
minimal system, thus obtaining a family of constructive modal logics which includes CK as well
as other constructive modal logics studied in the literature.

§1. Introduction. Although modal logics are usually defined as extensions of
classical logic, significant attention has been also devoted to the analysis of modalities
over non-classical basis, such asrelevant[7, 17, 19, 39, 55, 56], linear [21, 40, 51] or other
substructural logics [10, 30, 53]. In this context, a major role is played by intuitionistic
logic, many modal extensions of which have been studied with motivations ranging
from philosophical or legal reasoning to computer science applications.

A crucial difference between classical and intuitionistic modal logics is that, by
analogy with intuitionistic connectives, in the latter systems the modalities O and <
are assumed to be not interdefinable. This peculiarity allows for the definition of systems
validating independent O- and <-principles, as well as with different interactions
between the two modalities. Such a notable freedom has led to the question of how
to define meaningful intuitionistic (or constructive) counterparts of a given classical
modal logic. Clearly. the meaning of ‘intuitionistic counterpart’ is not univocal, and
different interpretations have produced different intuitionistic modal systems. This
situation is particularly evident in the case of intuitionistic correspondents of classical
modal logic K, with a wide variety of counterparts of it studied in the literature.'
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! Several intuitionistic variants of K have been defined over the last few years, some examples
(in addition to the ones mentioned in this introduction) can be found in [4, 5, 13, 25, 31].
Intuitionistic monomodal versions of K have been also studied (see [59] for a survey).
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2 TIZIANO DALMONTE

We mention here the three most relevant such systems: Intuitionistic K, denoted I.K
[49. 57-59]; Wijesekera’s K (the propositional fragment of Wijesekera’s Constructive
Concurrent Dynamic Logic [65, 66]), that we call W.K, and Constructive K, denoted
C.K [6, 41, 48]. These systems have increasing strength, from the weakest C.K to the
strongest I.K, and are definable axiomatically extending intuitionistic propositional
logic (IPL) as follows:

CK:=IPL+0(4>B)>(0A>0OB).0(4>B)> (04> OB), -4

0A4
W.K:=CK+-CL
IIK:=WK+C(AVB)DOCAV OB, (©CADOB)D>O(A4D B).

In particular, I.K and C.K belong each to one of the two most studied families of
modal logics based on IPL: so-called intuitionistic modal logics, that stem from the
works of Fischer Servi [57, 58], Plotkin and Stirling [49], and Ewald [15], and so-
called constructive modal logics, whose definition goes back to Fitch [18] and has been
further developed by de Paiva, Mendler and Ritter [1, 41, 48] among others. The
latter logics have found several applications in the constructivisation of description
[42] and dynamic [66] logic, the formalisation of provability and consistency in
Heyting arithmetic [34], contextual reasoning [41], and also serve as type languages for
programming in structured knowledge bases and for computation stages [6, 14, 44].

Once an intuitionistic correspondent of a classical modal logic is defined, the
question arises of how to define analogous counterparts of further classical modal
logics. To this aim, general theories of intuitionistic modal logics have been proposed
in the literature. An elegant characterisation of this type of systems was provided by
Simpson [59] via reduction to validities in first-order intuitionistic logic (FOIL): Given a
classical modal logic L, its intuitionistic counterpart |.L is defined as the set of formulas
A such that

A € l.Lifand only if 7 Fro Vx(A4%),

where the superscript x denotes the standard translation of modal formulas into first-
order sentences with respect to the variable x, and .7 is a set of first-order sentences that
express the frame conditions corresponding to the modal axioms of L in the relational
semantics of classical modal logics (e.g., reflexivity, transitivity, symmetry for T, 4, B).
The same logics have been also shown to be reducible to products of modal logics [20]
via suitable translations of modal formulas [57, 67].

Furthermore, a general characterisation of W.K and related systems was proposed
in [11] where so-called Wijesekera-style constructive modal logics were defined in two
distinct but ultimately equivalent ways: (1) by restricting classical modal sequent calculi
to sequents with at most one formula in the conclusion, thus extending to modal logics
a relation that is known to hold between classical and intuitionistic sequent calculi
since Gentzen [23]; (2) by means of a simple generalisation of the satisfaction clauses
of modal formulas in relational models in order to fit with the preorder semantics of
intuitionistic logic. The second way provides quite immediately a reduction of each
system W.L, counterpart of the classical logic L, to the fusion of S4 and L [20] via a
natural extension of Godel’s translation of S4 into IPL [24].

By contrast, no such uniform characterisation of constructive modal logics has been
proposed so far in the literature. Constructive counterparts for the whole modal cube
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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL LOGICS 3

from K to S5 obtained by the combinations of the axioms D, T, 4, B and 5 have been
presentedin[1, 2, 43] and endowed with nested sequent calculi [2] and some of them also
with relational semantics [1, 41], sequent calculi [6, 34, 36] and 2-sequent calculi [43].
These logics are defined based on their axiomatic systems by extending C.K with pairs of
corresponding O- and <$-axioms, like To 04 D 4, To A D CAand4p 04 D O0OA4, 4,
OOA D OA, that are both needed due to the loss of duality between O and < (the axiom
D is an exception as it is taken in the usual formulation 04 D> <A only). However,
the validity of corresponding O- and <-principles in constructive modal logics does
not hold in general, so that it is not clear how to extend this family of systems from a
purely axiomatical point of view, especially when it comes to logics weaker than K. For
instance, C.K validates 04 A OB D O(A4 A B) and the necessitation rule 4 /OA, but
does not validate the corresponding <-principles ¢(4V B) D AV OB and —=<O L.
Moreover, O- and <O-versions also exist for the axiom D, namely =(0A4 A O-A4) and
OA Vv O-A, but neither of them is derivable in C.KD.

In this paper, we address this problem by presenting a systematisation of constructive
modal logics that includes the systems C.K, C.KD and C.KT already studied in the
literature as well as new constructive counterparts of further classical modal logics.
The starting point of our analysis is the observation that constructive modal logics
share some similarities with minimal propositional logic (MPL) and possible modal
extensions thereof, both from a semantical and from a proof-theoretical perspective.

Our approach toward the systematisation of constructive modal logics can be
summarised as follows. First of all, we introduce a family of minimal modal logics
M.L. These logics correspond each to a different classical modal logic, and are defined
following an approach similar to the one of [11] for the definition of Wijesekera-style
modal logics: we define the logics M.L by means of a reduction to fusions of classical
modal logics of the form S4 @ L through a natural extension of the Gédel-Johansson
translation of MPL into S4 (in turn, this translation is a combination of Johansson’s
translation of MPL into IPL [29] and Gddel’s translation of IPL into S4). The logics M.L
will coincide with the sets of modal formulas 4 such that 4’ € S4 @ L, where ¢ is the
aforementioned translation. To this aim, we provide the minimal modal logics with a
modular semantic characterisation. We then show that the same minimal modal logics
can be equivalently obtained by restricting sequent calculi for classical modal logics
to sequents with exactly one formula in the succedent. This extends to modal logics a
relation that holds between sequent calculi for classical and MPL firstly observed by
Johansson [29] (see [61] for an extended presentation of sequent calculi for CPL, IPL
and MPL and corresponding bounds on the cardinality of succedents of sequents). To
our knowledge, this is the first study of modal logics based on MPL.

Furthermore, we observe that M.K, the resulting minimal counterpart of K, is strictly
related to constructive C.K. In particular, the two systems share exactly the same modal
principles, despite over a different propositional base. This means that C.K coincides
with the extension of M.K with the principle of ex falso quodlibet L O A4 (exactly as
IPL = MPL + 1 D A). We show that equally tight relations between M.K and C.K can
be also observed in terms of their semantics and sequent calculi. More precisely, C.K
can be semantically characterised by means of a simple restriction of the models of
M.K that ensures the validity of | D A, and the sequent calculus for C.K defined in
[6] can be re-obtained by adding the modal sequent rules for M.K to an intuitionistic
sequent calculus. By extending these relations to the other minimal systems, we then
define a constructive correspondent for each minimal and classical modal logic, thus
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4 TIZIANO DALMONTE

obtaining an entire family of constructive modal logics with corresponding semantics
and sequent calculi.

In short, the aim of this paper is threefold: (1) provide a uniform characterisation
of some constructive modal logics already existing in the literature, (2) extend this
family of logics by defining constructive counterparts of further classical modal logics
coherently with our characterisation, (3) display the tight relations between minimal
and constructive modalities.

The paper is organised as follows. In Sections 1.1 and 1.2, we present some
preliminary notions needed throughout the paper. In Section 2, we define M.K, our
minimal counterpart of K, via a reduction into S4 & K, and also provide an adequate
semantics for it. In Section 3, we apply the single-succedent restriction to a sequent
calculus for K and show that the resulting logic coincides with M.K. In Section 4, we
show how the constructive logic C.K relates to our M.K, both from the point of view of
the semantics and of the sequent calculi. In Section 5, we apply the same two methods
to further classical modal logics, thus obtaining an entire family of corresponding
minimal systems. Moreover, by extending to these systems the relations just observed
between M.K and C.K, we define in Section 6 an analogous family of constructive
modal logics. Finally. Section 7 contains some discussion of the results.

1.1. Syntactic preliminaries. Given a countable set Atm = {py, p1, p2....} of
propositional variables and a finite set M of unary modal operators, the language
6&”” is defined by the following BNF grammar, where p € Atm, o € {A,V, D}, and
QeM:

Au=p|L]|Adod|A.

In the following, we use p. ¢, r as metavariables for elements of Atm, and 4, B, C, D
as metavariables for formulas. Moreover, we define T := 1 D> 1, -4 :=A4 > 1L, and
ADC B:= (4> B)A(B D A). Minimal modal logics will be defined in a language
E?émo} containing the modalities O and <. For the sake of simplicity, we denote Efl’j"_zo}
as L.

We consider the following axiomatisation for MPL, formulated in £ (see e.g.. [54])*:

AANBDA (ADB)>((ADC)D(ADBAC))

AANBDB (ADC)>((BD>C)>(AvBDC()) ADB A
ADAVB (AD(B>D>C)D>(A4D>B)D>(A4DC)) B
B>AVB 4D (BDA).

As usual, we can define IPL as the extension of MPL with ex falso quodlibet®:
IPL:=MPL+ 1 D 4,
and classical propositional logic (CPL) as the extension of IPL with excluded middle:

CPL:=IPL+ A4V 4.

% In this paper we consider axiomatic systems to be defined by axiom schemata and rule
schemata. For the sake of simplicity, we simply refer to axiom schemata and rule schemata
as axioms and rules.

3 Given two axiomatic systems L and L” and an axiom A, we denote L + A the axiomatic
extension of L with the axiom 4, and L @ L’ the fusion of L and L’ (cf. Definition 2.1).
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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL LOGICS 5

In this paper, we shall define minimal and constructive counterparts of classical
modal logics. Classical modal logics are defined as usual as extensions of CPL,
formulated in £, with modal axioms and rules. For instance, the logic K is defined
extending CPL with

A
04 -~

Ko O(4 D> B)D> (04 D>0OB) dual 04 DC ~O—4 nec

and S4 is defined extending K with T 04 D A and 45 04 D OO0A.* Further classical
modal logics will be introduced in Section 5.

For any logic defined in the following (no matter whether based on classical,
intuitionistic or minimal logic), we consider the standard notions of derivability: Given
a logic L formulated in £{/" and formulas 4. By. ..., B, of £{{™. the rule B,..... B,/A
is derivable in L if there is a finite sequence of formulas ending with A4 in which every
formula is an (instance of an) axiom of L, or it belongs to {Bjy..... B}, oritis obtained
from previous formulas by the application of a rule of L. A formula A4 is derivable in L,
written L = A, if the rule (/A is derivable in L. Finally, 4 is (locally) derivable in L from
a set of formulas ® of Eﬁ‘/ﬂ’m, written @ | A, if there is a finite set {By,...,B,} C ®
suchthatL+ By A---A B, D A.

1.2. Semantic preliminaries. We shall define semantics for minimal modal logics by
suitably extending relational models for MPL. We consider to this purpose relational
models for MPL as defined in [54]: A minimal relational model is a tuple M = (W, <,
F.V), where W is a non-empty set of worlds, < is a reflexive and transitive binary
relation on W, F C W is a <-upward closed set (that is, if w € F and w < v, then
v € F) of so-called fallible worlds, and V : Atm —s P(W) is a hereditary valuation
function (that is, if w € V(p) and w < v, thenv € V(p)). We write v > w for w < v.
The forcing relation M, w I 4 is inductively defined as follows:

M,wlkp iff weV(p)

M,wl- L iff wek;

MwlEBAC iff M,wlkBand M,w I+ C;
MwlFBvC iff MwlkBorM,wl C;

M,wlFB>C iff forallv>w, M,v I+ Bimplies M, v Ik C.

Given a formula A4, we say that 4 is valid in a model M, written M |= A.if M, w I+ 4
for all worlds w of M. The same definition of validity applies to all kinds of models
considered in this paper. In the following, we simply write w |- 4 when M is clear from
the context.

Minimal relational models are a generalisation of the well-known intuitionistic
relational models firstly introduced by Kripke [33]. In particular, a minimal relational
model is an intuitionistic relational model if F = (). We point out that an alternative
semantics for IPL can be obtained from minimal relational models by preserving the
fallible worlds but assuming the condition F C V(p) for all p € Atm which ensures the

4 As usual, classical monomodal logics could be equivalently defined based on a single
modality, considering the other one to be defined via duality. We prefer to assume here
both O and < as primitive in order to simplify the comparison of the classical systems with
the minimal and constructive ones where the modalities are not interdefinable.
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6 TIZIANO DALMONTE

validity of ex falso quodlibet L O A. We will consider this latter kind of restriction in
Section 4.1.

§2. Minimal K via bimodal companion. Our first approach toward the definition of
minimal modal logics is based on reductions into fusions of classical modal logics. We
consider to this purpose the following notions of fusion, Godel-Johansson translation
and bimodal companion.

DEFINITION 2.1 (Fusion). Let Ly and L, be classical modal logics respectively defined
in the languages £ffj”]’_ o1} and £fl’:,”;_ o} sharing the same propositional variables and
propositional connectives but with disjoint sets of modalities. The fusion L} & L, of L,
and L, is the smallest logic in the language L containing L1 U L, and closed

{01.01.02.02}
under the rules of L and L,.

DerINITION 2.2 (Extended Godel-Johansson translation). Let Atm’ = AtmU {f},

with [ ¢ Atm, and L}, denote E‘{“S’KOI.DZOZ}. The extended Godel-Johansson

translation ¢ : £L — 5/1,2 is inductively defined as follows:

1t = Of
pt= Oip
(ANB)} = A'AB!
(AvB)Y = A'VB
(4> B) = 04" DB
(04) = 00,4
(CA) = 0,0,4".

DEFINITION 2.3 (Bimodal companion). For any logic M formulated in the language
L, we say that a fusion of classical modal logics L| @ L, in the language 5/1,2 is the
Godel-Johansson bimodal companion (or just bimodal companion) of M if it holds:

ME A ifandonly if Ly @ Ly - 4"

The above translation ¢ is based on Godel’s [24] reduction of IPL into S4. The clauses
for the modal formulas extend the translation in the trivial way, and are considered for
instance in [16, 67], while the reduction of | into a distinguished propositional constant
f goes back to Johansson [29]. A similar translation that employs Johannson’s solution
was already applied for the embedding of a constructive modal logic into a classical
multimodal logic in [16].

Given a classical modal logic L, we shall define its minimal counterpart M.L by
considering modal companions of the form S4 & L.

DEFINITION 2.4 (Minimal counterpart of a classical logic). Given a classical modal logic
L, the minimal counterpart of L is the logic M.L in L such that S4 & L is the bimodal
companion of M.L.

In other words, the minimal counterpart M.L of L is the solution of the equation

(*) M.LF A ifandonlyif S4p L+ 4"
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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL LOGICS 7

The solution of (*), if it exists, is unique (modulo equivalent axiomatisations).
Indeed, if both M.L and M.L" are solutions to (x), then M.L+ A iff S4 & L+ A’ iff
M.L" + A4, hence M.L = M.L’. We start by presenting the minimal counterpart of the
classical modal logic K.

DEFINITION 2.5 (Minimal K). The minimal modal logic M.K is defined extending MPL
with the following axioms and rule:

A
04 -

Ko OA>D>B)D>(0ADOB) KoO(ADB)D(GADOB) nec

In order to prove that M.K is our minimal counterpart of K (that is, the solution
of (x) for L replaced with K), we first provide a semantics for M.K, which is defined
by suitably extending minimal relational models for MPL (cf. Section 1.2) with an
additional relation dealing with the modalities.

DEFINITION 2.6 (Minimal birelational semantics). 4 minimal birelational model is a
tuple M = (W, <,F, R, V), where (W, <.F,V) is a minimal relational model, and R is
a binary relation on W. The forcing relation M, w & A is inductively defined extending
the clauses for p, 1, \,V, D in Section 1.2 with the following clauses for the modalities:

M,wl-0B iff forallv > w. forall u, if vRu, then M, u I+ B;
M,wl- OB iff forallv > w, there is u such that vRu and M, u I+ B.

The semantics in Definition 2.6 essentially coincides with Wijesekera’s semantics for
W.K [65] with the only difference of the addition of the fallible worlds, which is due to
the fact that the base models are minimal rather than intuitionistic.

The generalisation of the standard clauses for O, & in the relational semantics to
all <-successors is the simplest way to preserve the hereditary property of minimal
relational models.

PrOPOSITION 2.1 (Hereditary property). Given a minimal birelational model M and
a formula A of L, for every worlds w and v of M it holds: If w I+ A and w < v, then
v - A.

Proof. Immediate by induction on the construction of 4. O

THEOREM 2.2 (Soundness). For all A € L. if A is derivable in M.K, then A is valid in
every minimal birelational model.

Proof. Byshowing that all the axioms and rules of M.K are valid, respectively validity
preserving, in every model for M.K. We consider the modal principles.

(Ko) Suppose that w IF O(A4 D B) and w IF OA. Then for all v, u, if w < v and vRu,
thenu I 4 D B and u I+ A, hence u I+ B. Thus, w I+ OB. Therefore M = 0O(4 D
B) > (04 > OB).

(K¢ ) Suppose that w I 0(4 D B) and w |- $A. Then for all v, if w < v, then there
1s u such that vRu and u |- A. Moreover, u IF A D B. Thus u I+ B, hence w I+ OB.
Therefore M |=0(4 D B) D (¢4 D OB).
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8 TIZIANO DALMONTE

(nec) Suppose that M |= A. Then for all w, v, u, if w < v and vRu, then u |- 4, hence
w Ik OA. Therefore M |= OA. O

We now present a completeness proof for M.K with respect to the minimal
birelational semantics by means of the canonical model technique. The proof adapts
the completeness proof for W.K by Wijesekera [65] with the addition of the impossible
worlds. For every logic L in £, we call L-full any set ® of formulas of £ such that
if ® - A, then A € @ (closure under derivation), and if AV B € ®, then 4 € ® or
B ¢ ® (disjunction property). Moreover, for every set of formulas ®, we denote O-®
the set {4 | OA € ®}. The following holds.

LemMa 2.3 (Lindenbaum). For every set ® of formulas of L. there is a M. K-full set P
such that ® C Y. Moreover, if © t/\yk A, then there is a M. K-full set ¥ such that ® C ¥
and A ¢ V.

Proof. The proof extends the one of [54] for MPL and IPL to the modal language £
without essential modifications. Consider an enumeration By, By, B, ... of all formulas
of L. The set ¥ is constructed as follows: @y = ©; @, = O, U{B,} if ®, t/mk B, D
A.and @, = ®, otherwise: ¥ = (J, .y @n. It follows that ¥ i/ 4. otherwise there
are Ci, ..., C, € ¥ such that -y Ci A --- A Cr D A, which means that there is n € N
such that Cy, .., C; € @, hence ®,, k. 4. against the construction hypothesis. Then,
A ¢ ¥ (given the validity of 4 D 4 in MPL). Moreover, ¥ is deductively closed:
suppose ¥ vk C and C ¢ ¥. Then C = B, for some n € N, and, by construction,
D, Fmk C D 4. Since ©, C V¥, it follows ¥ Fpyk C D 4, hence ¥ Fuyk A, giving
a contradiction. Finally, W satisfies the disjunction property: suppose C VD € P,
C¢Y¥and D ¢ ¥. Then C = B; and D = B; for some i, j € N. Let n = max{i. j}.
Then by construction, @, Fyk C D Adand®, by D D A, thus®, Fyk C VD D A.
It follows ¥ Fmk C VD D A, and since C VD € ¥, we have W Fy « 4, therefore
A €V, giving a contradiction. O

DEFINITION 2.7. For every logic L in L, an L-relational segment, or just segment, is a
pair (O, %), where @ is an L-full set, and U is a set of L-full sets such that:

o f0Ac D, thenforallVY e %, AcVY;and
o ifOA € @, thenthereisY € % such that A € VY.

The following holds.
LEMMA 2.4. For every M.K-full set @, there exists an M.K-relational segment (O, % ).

Proof. Given a M.K-full set @, we define = {¥ M.K-full |O® C Wand B €
¥ for some ©B € ®}. Then by definition, for all 04 € ® and all ¥ € %, 4 € V.
Moreover, suppose that &4 € ®. By Lemma 2.3, there is an M.K-full set ¥ such that
O®U{A4} CW¥.then 4 € ¥and ¥ € %. Hence (®, % ) is an M.K-segment. O

DEerFINITION 2.8. For every logic L in L. the canonical birelational model for L is the
tuple M = (W, <,F. R, V), where:

W is the set of all L-relational segments;

forall (®,%),(P. V) eW., (®,%) < (P.?) if and only if © C ¥;
Sorall (®, %) e W, (®.%) € Fifandonly if | € ®;

forall (®,%),(P. V) e W, (O, %)R(Y. V) if and only if ¥ € U :
Sorall (®, %) e W, (®.%) € V(p) if and only if p € .

s
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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL LOGICS 9

Itis easy to see that the canonical birelational model for M.K is a minimal birelational
model (Definition 2.6). We prove the following lemma.

LEMMA 2.5. Let M = W, <,F,R.V) be the canonical birelational model for M.K.
Then for all (®, %) e Wandall A € L, (®, %) I+ A if and only if A € ®.

Proof. By induction on the construction of 4. For the base case 4 = p and the
inductive cases A = B A C, BV C the proof is immediate. We show the other cases,
writing F for Fy k.

(A=1)(®.%)IF Liff (O, %) € Fiff, by definition, L € ®.

(4 =B > C) Suppose that B O C € ®, and assume (O, %) < (¥, ) and (P, ?) I-
B. By definition, ® C ¥, thus B D C € ¥. Moreover by i.h., B € ¥, hence C € V¥,
thus by i.h., (¥, ¥) I C. Therefore (®, %) I+ B > C. Now suppose that B D C ¢
®. Then @t/ B O C, thus ® U {B} I/ C. By Lemma 2.3, there is ¥ M.K-full such
that ® U {B} C W and C ¢ ¥. Then by Lemma 2.4 and Definition 2.8, there is
an M.K-segment (¥, ?) € W. Thus by definition, (®, %) < (¥,7). and by i.h.,
(¥.7) I Band (¥.7) I C. Therefore (0, %)) BD C.

(A = OB) Suppose that OB € ®. Then for all (¥, %) > (®,% ), OB € ¥. Moreover
by definition, if (¥, ?)R(®, Z), then ® € ¥, hence by definition of segment,
B € ®. Then by i.h., (©,2)IF B, therefore (®,% ) I- OB. Now suppose that
OB ¢ ®. Then O ® B (indeed, if O ®F B, then - C; A+ AC, D B for
some OCj,....,0C, € ®, then by nec, F O(C; A--ACy, D B), and by Kn, F
O(Cy A+ ACy) DOB; since FOC; A--ADOC, DO(Cy A---ACy), we have
OC; A+~ AOC, D OB, hence ® - OB, therefore OB € @, against the assumption).
By Lemma 2.3, there is ¥ M.K-full such that O ® C ¥ and B ¢ ¥. We define
¥ ={¥Y}U{®M.K-full | O® C O and C € O for some CC € ®@}. Given that, by
Lemma 2.3, such a set ® exists for every ©C € ®, we have that (®,¥) is an
M.K-segment. Furthermore, by Lemma 2.4, there exists an M.K-segment (¥, Z),
hence since ¥ € 7, by definition, (®, ¥)R(¥, Z). Moreover, since B ¢ ¥, by i.h.,
(¥, Z) I B, then since (O©, %) < (@, 7)., we have (©, %) | OB.

(4 = ©B) Suppose that OB € ®. Then for all (¥, 7) > (®.%). OB € ¥. Thus by
Definition 2.7, there is ® € ¥) such that B € ©, and by Lemma 2.4, there is
a segment (®, Z°) € M. Moreover, by definition, (¥, ?)R(®, Z). and by ih.,
(0. Z)IF B. Tt follows that (®,%) I ©B. Now suppose that OB ¢ ®. Then
for every ©C € ®, O® U {C} I/ B (indeed, if " ® U {C} I B, then = Dy A -+ A
D, AC D B for some ODq,...,0D, € ®, thus+ Dy A-- A D, D (C D B), hence
FoO(Dy A--ADy)D>O(C D B), then by K¢ and valid principles, - ODj A --- A
0D, D (¢C > ©OB).so 0Dy A--AOD, A&C D OB, which implies ® - OB,
hence, finally, OB € ®, against the assumption). We define ¥ = {¥ M.K-full
OOCY.B¢¥Yand C € ¥ forsome ©C € ®}. By Lemma 2.3, such a set ¥
exists for every OC € W. It is easy to see that (®,7) is a M.K-segment, hence
(@, ¥) € W. Moreover, by definition, for all (¥, 2) such that (®, 7 )R(¥. 2).
B ¢ ¥, thusbyi.h., (¥.Z) I B.Given that (®, %) < (@, 7). we obtain (®, %) Iff
OB. 0

THEOREM 2.6 (Completeness). For all A € L, if A is valid in every minimal birelational
model, then A is derivable in M K.
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10 TIZIANO DALMONTE

Proof. Suppose that M.K I/ 4. Then by Lemma 2.3, there is an M.K-full set ¥ such
that 4 ¢ ¥. and by Lemma 2.4, there exists an M.K-segment (¥, % ). By Definition 2.8,
(¥, % ) belongs to the canonical model M for M.K, then by Lemma 2.5, (¥, %) I A.
Since M is a minimal birelational model, we conclude that it is not the case that A is
valid in all models for M.K. O

Based on this semantic characterisation, we now show that M.K is the solution to the
equation (*) for L replaced with K, hence, according to our criterion, it is the minimal
counterpart of classical K.

THEOREM 2.7. Forall A € L, A is derivable in M.K if and only if A" is derivable in S4 & K.

Proof. We recall that S4 @ K is sound and complete with respect to the class of all
classical birelational models (W, R, R», V), where R and R, are binary relations on
W and R is reflexive and transitive.

(=) Suppose that S4 @ K I/ A". Then there are a model M = (W, R, R,.V) for
S4 @ K and a world w such that M, w Iff A'. We define M’ = (W, <, F, R, V') over
the same set W of M, where < =Ry, R =R, for all p € Aim, V'(p) = {v |
for all u,vRyu implies u € V(p)}, and F = {v | for all u, vRyu implies u € V(f)}. It
is easy to verify that M’ is a minimal birelational model, in particular V(p) and F are
<-upward closed. We show that for all v € W and all B € L it holds:

M, v - B ifand only if M, v |- B’,

from which it follows that M’, w I 4, therefore M.K I/ A. The proof is by induction
on the construction of B. The cases B = C A D and B = C VvV D are immediate by i.h.
We consider the other cases.

B=p lEp iff veVi(p) i y definition of V') for all u, vRju implies

( ) M vl p iff "(p) iff (by definiti f V') for all Riu impli
u € V(p): iff for all u, vRu implies M, u - p: iff M, v IF O p.

(B=_1)M" vlIF Liffv € Fiff (by definition of F) for all u, vR u implies u € V(f):
iff for all u, vRju implies M, u IF f:iff M, v IF O, f.

=CD ,V D Diftfforallu > v, u implies ,u i1

(B=C>D)M' vl C D Diffforall M, u I C implies M’ u I+ D; iff (by
definition of < and i.h.) for all u, if vRu, then M, u IF C! implies M, u I+ D?; iff
for all u, if vRqu, then M, u I C' D D*;iff M, v IF O;(C* D D).

(B=0OC) M',vIFOC iff for all u > v, for all z, if Rz, then M’,z I C; iff (by
definition of < and R and i.h.) for all u, z, if vRu and uR,z, then M. z I C*: iff
M, v IF0;0,C.

(B=<C) M' v IF<OC iff for all u > v, there is z such that Rz and M’, z IF C; iff
(by definition of < and R and i.h.) for all u, if vRqu, then there is z such that u R,z
and M,z IF C*;iff M, v IF O;O,C.

(<) Suppose that M.K I/ 4. Then there are a model M = (W, <,F,R. V) for M.K
and a world w such that M, w I 4. We define M"” = (W, R{,R». V") over the same
set Wof M, where R| = <, Ry = R, forall p € Atm,V"(p) = V(p),and V"(f) =F.
M is a model for S4 @ K. We show that for all v € W and all B € L it holds:

M.v |- B ifand only if M”. v IF B,
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MINIMAL MODAL LOGICS, CONSTRUCTIVE MODAL LOGICS 11

from which it follows that M"”, w I} A, therefore S4 & K t# A'. The proof'is by induction
on the construction of B. The cases B = C A D and B = C V D are immediate by i.h.
We consider the other cases.

(B=p)M.,vlF piffv € V(p) iff (since V is <-closed) for allu > v, u € V(p); iff (by
definition of R| and V") for all u, if vRu, then u € V"' (p): iff M" v I O p.

(B=1) M,vI-_L iff v € F iff (since F is <-closed) for all u > v, u € F; iff (by
definition of Ry and V") for all u. if vRju. then u € V"'(f): iff M" v IF O, f.

(B=C>D)M,vlI-C>DDiffforall u > v, M,ul- C implies M, u |- D: iff (by
definition of R and i.h.) for all u, if vR u, then M” u IF C* implies M” u I D’;
i M v I O, (C! S DY),

(B=0OC) M.vI-0OC iff for all u > v, for all z, if ¥Rz, then M,z I C; iff (by
definition of R and R, and i.h.) for all u, z, if vRu and uR,z, then M”, z IF C!;
iff M" v IF0;0,CY.

(B=<C) M, v l-<C iff for all u > v, there is z such that uRz and M, z IF C; iff
(by definition of R and R, and i.h.) for all u, if vRu, then there is z such that
uRsz and M” z IF C'; if M" v IF O0;0,C1. O

§3. Minimal K via sequent calculus. From the point of view of the sequent calculi,
classical and MPL stay in a clear and neat relation: given a suitable sequent calculus
SC for CPL, a calculus for MPL can be obtained by restricting the rules of SC to
single-succedent sequents, namely sequents with exactly one formula in the succedent.
This relation is particularly evident in G1-style sequent calculi [61]. In this section, we
extend this relation to modal logics and define a minimal version of K by restricting a
standard G1-calculus for K to single-succedent sequents. Most importantly, we show
that the resulting logic is precisely M.K introduced in the previous section. We consider
the following standard definitions.

DEFINITION 3.1. A sequent is a pair ' = A, where T and A (respectively, the antecedent
and the succedent of the sequent) are finite, possibly empty multisets of formulas of L.
A sequent I = A is interpreted as a formula of L via the formula interpretation 1 as
AT DV AIfT is non-empty, and as \/ A if T is empty. where \/ 0 is interpreted as L.
A sequent calculus SC is a set of initial sequents and sequent rules.” A derivation of a
sequent S in a calculus SC is a tree where each node is labelled by a sequent, the root is
labelled by S. the leaves are labelled by initial sequents and each node is obtained by the
immediate predecessor (s) by the application of a rule of SC. A sequent S is derivable in
a calculus SC if there is a derivation of S in SC. A formula A is derivable in SC if the
sequent = A is derivable in SC. A sequent calculus SC is a calculus for a logic L if for
every formula A, A is derivable in SC if and only if it is derivable in L.

In order to analyse the sequent calculi, we also consider the following standard
notions regarding the sequent rules.

DEFINITION 3.2. A rule R is admissible in a calculus SC if whenever the premisses of R
are derivable in SC, the conclusion is also derivable in SC. A formula is principal in the

> More precisely, as for axiomatic systems, we rather consider sequent and rule schemata,
omitting this specification throughout the text.
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Sequent calculus G1-CPL for CPL.

A=A = A4A I'= B.A
--tcé A A /\M; i = 1. /\(Z d ’ LC[ 1
n = U T aagoa U= R F—= AAB.A L~
et A=A I'B=A el I'= A4;.A (i =1.2) et I'=A4A I'B=A
L [LAVB = A R T A VA A V0 L FLA>B=A
A= B.A r=A I'=A , LA, A=A , = A4,4.A
12 kz?l cl cl cl
RTo458a " Ta=a " Toaa YT asa YRTTS 4
Sequent calculus G1-MPL for MPL.
r.4,==¢ =4 I'= B
. om NG i P A
init" 4= A4 CTand, s C (i=1.2) R IS AAB
ym r.4==«<¢ I''B=C m I'= 4; (i=1.2) —m I''4= B
L ILAVB=C R T=4,Vv4, ’ R T=4>o8B
o I'=4 I'B=~C wkl” r=2~=C ctey! I4.4=¢C
IA>DB=C I4=2¢C r4=2«C

Figure 1. Sequent calculi G1-CPL and G1-MPL.

application of a rule if it occurs in the conclusion and not in the premiss(es), while it is
active if it occurs in (at least) one premiss and not in the conclusion. Structural rules
are an exception to these definitions: the principal and active formula of a contraction
(respectively, weakening) rule is the one formula A which has n > 0 occurrences in the
conclusion and n + 1 (respectively, n — 1) occurrences in the premiss. All formulas which
are neither principal nor active are the context.

The well-known G1-sequent calculi G1-CPL and G1-MPL [61] for CPL and MPL
are displayed in Figure 1. It is easy to see that GI-MPL corresponds to the single-
succedent restriction of G1-CPL. In particular, the initial sequent L and the rule ctr/
are dropped in G1-MPL as they have respectively no formula in the succedent, and two
occurrences of the active formula in the succedent of the premiss. wkf{ is also dropped
as it requires either no formula in the succedent of the premiss or at least two formulas
in the succedent of the conclusion. Concerning the other rules, the right context is
removed from the sequents with an active or principal formula in the succedent, this
is the case for instance of initial sequents init” and of the rule A}, as well as of the
left premiss of the rule Df". In the other rules, the right context is converted from an
arbitrary multiset A to a single formula C.

In order to extend the multi- vs. single-succedent relation to modal logics, we consider
the G1-sequent calculus G1-K for K. defined extending G1-CPL with the modal rules K&
and Kﬁf in Figure 2. In these rules and the following, given a multiset I’ = Ay, ..., 4,
we denote O and T the multisets 0A, ..., 04, and $Ay, ..., OA,, respectively. As
for axiomatic systems, sequent calculi for K are more commonly defined in terms of
O only. Here we consider a formulation of the calculus with both O and < explicit in
order to better display the relation with minimal modal logics, where O and < are not

Y. A= B

et 2 A=11 Km X=4
0x, 04 = OB

Y= ATl K
O = 04, oIl Oz, 04 = Ol " oz =04

Figure 2. Modal rules for G1-K and G1-M.K.

m

ke ;
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1.AD(BD>AAB) (MPL) I.CIACG D A (premiss of KI%)
2.0(A4D>(BD>AAB)) (1, nec) 2.0(C; ACy D A) (1. nec)
3.04>0(BD>AAB) (2, Ko) 3.0(CACy) DOA (2, Ko. mp)
4.04 D> (0B D> O(4AB)) (3, Ko) 4.0C, AO0C, D O(C; A G) (derivable)
5.04A0BD>O(AAB) (4, MPL) 5.0C, AOC, D04 (3.4)

1. G,ANCGANADB (premiss of K%)

2.CiANCy D (4D B) (1, MPL)

3.0(C; ACy D (4D B)) (2. nec)

4.0(C; ACy) DO(A4DB) (3. Kg.mp)

5.0C, AO0C, D O(C A Gy) (derivable)

6.0C; AOC, D O(4 D B) 4.5)

7.0C; ADOC, D (04 D OB) (6, Ko)

8.0C; AOC, ACAD OB (7. MPL)

Figure 3. Derivations in M.K.

interdefinable. The rules K& and K¢ for K with explicit O and < can be found e.g.. in
[28].

On the basis of G1-K, we now define the calculus G1-M.K as the single-succedent
restriction of G1-K. As a result, G1-M.K contains the rules of G1-MPL and the modal
rules K and K%. Indeed, in the rule KE{, the succedent of the conclusion must have a O-
formula OA4 and can have additional ¢-formulas. Then, its single-succedent restriction
only preserves OA. Concerning K& /K the consequent of the conclusion of K has an
arbitrary number of ¢-formulas. Correspondingly, the consequent of the conclusion
of K% has exactly one O-formula.

In the remaining part of this section, we show that G1-M.K is equivalent to the logic
M.K defined in the previous section. The proofis based on the following theorem, which
entails that the addition of the cut rule to G1-M.K does not extend the set of derivable
sequents. To do its length, the proof of Theorem 3.1 is presented in the appendix.

THEOREM 3.1. The following rule cut is admissible in G1-M.K:

I'= 4 2. A=C
r==«

cut

Proof. The proof is in the appendix. O

THEOREM 3.2. For all A € L, A is derivable in G1-M.K if and only if A is derivable in
M.K.

Proof. (=) 1(A = A) = A D A is derivable in M.K, moreover we can show that
for all rules Sy, ..., S,/S of G1-M.K, the rule ¢(S}), ..., 1(S,)/1(S) is derivable in M.K,
where 1 is the formula interpretation of sequents as defined in Definition 3.2. For the
propositional rules the proof is standard. We show in Figure 3 the derivations of the
modal rules, considering the representative cases where ¥ = C}, C;. The cases where
contains less or more formulas are a simplification or a generalisation of these cases.

(<) The proof consists in showing that all axioms and rules of M.K are derivable,
respectively admissible in G1-M.K. We omit the derivations of the propositional axioms
which are standard. The derivations of the modal axioms and rule are displayed in
Figure 4. O
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() 4D B.A= B (x) ADB. A= B

m

0(4 > B).0A = OB ‘;m O(4D5 B).OA= OB =>4 ym
OA4DB)=04>08 OADB)=>04DOB ~, =04
=0d>B)>@A>0OB) X = 0(4D B) D (04D OB)
= ADB (x) ADB.A= B B =B m
cut wk{
= 4 A= B ut A=A B.A= B —~m
=B (*)ADB.A=B -

Figure 4. Derivations in G1-M.K.

§4. Relating minimal K and constructive K. As one can easily notice from their
axiomatisations, our minimal logic M.K is strictly related with the constructive logic
C.K studied in the literature, in particular C.K coincides with the extension of M.K
with ex falso quodlibet L O A4 (exactly as IPL amounts to MPL 4 L. O A). This means
that the two systems share exactly the same modal principles, despite over a different
propositional base. We now show that analogously tight relations between the two
logics can be also observed based on their semantics and sequent calculi.

4.1. Semantics. As recalled in Section 1.2, disregarding the modalities, there are
two ways to transform relational models for MPL into relational models for IPL:
(1) assuming F = (), thus obtaining Kripke’s intuitionistic relational models, or (2)
preserving the fallible worlds but ensuring the validity of ex falso quodlibet by assuming
F C V(p) for all p € Atm. Interestingly, the two ways are equivalent for propositional
logic, as they both provide a semantics for IPL, but they are not equivalent in presence of
the modalities. In particular, if applied to minimal birelational models, the restriction
(1) gives relational models for W.K as defined in [65]. By contrast, a suitable adaptation
of (2) which ensures the validity of 1. O 4 also in presence of the modalities gives the
following birelational models for C.K.

DerINITION 4.1 (Constructive birelational semantics). 4 minimal birelational model
M= (W, <, F,R,V) is a constructive birelational model if for all w € F it holds:

(i) w e V(p)forall pc Atm;
(ii) if wRw, thenv € F;
(iil) there is v such that wRwv.

Analogous constructive birelational models for C.K were defined in [41].° and a
completeness proof for C.K was also provided. We show here how our canonical model
construction extends to these models.

THEOREM 4.1. Forall A € L., if A is derivable in C.K, then A is valid in every constructive
birelational model M. In particular, M |= L D B for every B € L.

Proof. The proof extends the proof of Theorem 2.2 by showing that M = L O A for
every A. Suppose that w I L. Then w € F. We show by induction on the construction
of A that wlF 4. (4= p) By Definition 4.1, item (i), w € V(p). then w I- p.

® The models in Definition 4.1 slightly differ from those of [41] because of the latter condition
(iii) which is not considered in [41]. We observe however that this (or a similar) condition
is necessary in order to ensure the validity of ex falso quodlibet over the whole language L.
To see this, consider a model M satisfying (i) and (ii) but not (iii), where W =F = {w},
w < w and not wRw. Itis easy to verify that w I+ L butw If ¢p,andhence M = L D Op.
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) . . I 4;=90 i = A I'=B
. i i i — At
init 4= 4 1 L= AL A Ad =0 (i=1.2) R TS ArB
;, LA=o I''B=9¢ i I'=4; . ; A= B
L S \/R (l:1,2) DRi
IAVB=6 I'= A4,V A4, I'=A4D>8B
i =4 IB=9 wki L =9 wkio L= ctrl rA4.4=o
L LADB=9/ S WE Y R T=4 L TA=6

Figure 5. Sequent calculus G1-IPL.

(4 = 1) By hypothesis. (4 = B A C, BV C) Immediate by applying the i.h. (4 =
B D C) Immediate by i.h. and <-upward closure of F. (4 = OB) Suppose w < v.
Since F is <-upward closed, v € [F. Then by Definition 4.1, item (ii), for all # such that
vRu,u € F. Then by i.h., u I- B, therefore w I OB. (4 = ©B) Suppose w < v. Since
F is <-upward closed. v € F. Then by Definition 4.1, item (iii), there is u such that
vRu, and by item (ii), u € F. Then by i.h., u I+ B, therefore w I+ OB. O

We now prove that C.K is complete with respect to constructive birelational models.
First, note that Lemmas 2.3 and 2.4 also hold for C.K (in particular, for Lemma 2.4
the proof is the same, uniformly replacing M.K with C.K). We additionally prove the
following lemma.

LEMMA 4.2. Let M = W, <,F.R.V) be the canonical birelational model for C.K
(Definition 2.8). Then for all (®,%) €W and all A € L, (O, %) I+ A if and only if
A € ®. Moreover, M is a constructive birelational model.

Proof. The first claim is proved exactly as Lemma 2.5. For the second claim, we
show that M satisfies the conditions of Definition 4.1. Suppose that (®,%) € F.
Then L € ®@. Since @ is closed under derivation, by ex falso quodlibet we obtain
® = L, which entails the following. (i) For all p € Atm, p € ®, hence by definition,
(D, %) € V(p). (ii) OL € @, hence by Definition 2.7, L € ¥ for all ¥ € %. Then
(. %)R(Y.?) entails L. € W, thus (¥.7) € F. (iii) ©L € ®, hence by Definition
2.7, there is ¥ € % such that L € P. By Lemma 2.4 (which holds for C.K as well),
there exists a C.K-segment (¥, #). Then (O, % )R(¥.?) and (¥, ?) € F. O

As a consequence of the lemma, we obtain the completeness of C.K (cf. proof of
Theorem 2.6).

THEOREM 4.3. For all A € L, A is derivable in C.K if and only if A is valid in every
constructive birelational model.

4.2. Sequent calculus. We have considered in Section 3 the multi- vs. single-
succedent correspondence between the sequent calculi G1-CPL and G1-MPL. A similar
relation holds between sequent calculi for CPL and IPL. In particular, the calculus
G1-IPL for IPL can be defined by restricting G1-CPL to sequents with at most one
formula in the succedent (cf. [61]). The resulting calculus is displayed in Figure 5,
where 0 < 0] < 1. If we apply the same restriction to G1-K, we obtain the calculus

2. A=

- — - m m
GL-W.K = GLIPL + K§ + Kg + 52—
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mong ADB dual 0A DC ~O-4 Nog OT
04 > OB Ko OADB)D(@ADOB) No —OL
mone — A2 B Ko O0OUADB)D(CADOB) Top TADA
OA4A D OB Co OAADOB D UO(AAB) Toe ADCA
nee A Co O(AV B) D OCAV OB P -OL
04 D 04 D <4 P OT

Figure 6. Modal axioms and rules.

for W.K defined in [65]. By contrast, in order to obtain a calculus for C.K, we need to
extend G1-IPL with the minimal modal rules only:

G1-C.K := G1-IPL + KZ + K.

In this way, we re-obtain the sequent calculus for C.K defined and proved to be cut-free
in [6].

§5. A family of minimal modal logics. We have seen that the two considered
methods, respectively based on bimodal companion and sequent calculus restriction,
define the same minimal counterpart of K. In this section, we show that this result is
not a peculiarity of K only: we apply the same procedure to a family of 14 standard
classical modal logics, and show that for each of them the two methods construct the
same logic, thus obtaining a minimal counterpart for all these classical systems.

In order to apply our sequent-based approach, we need to restrict to classical modal
logics enjoying standard cut-free Gentzen calculi (this restriction excludes well-known
modal logics for which such calculi are not available, such as S57). We also require
the logics to have a uniform semantic characterisation, we consider to this purpose a
neighbourhood semantics that uniformly covers all considered systems, that include
both normal and non-normal modal logics.

Specifically, we consider 14 classical modal logics that are axiomatically defined in
the language £ extending CPL, formulated in £, with the following modal axioms and
rules from Figure 6:

M := dual, mong MD:=M+ D MT : =M+ Tq
MN := M + Ng MND := MN + D MNT := MN + T
MC:=M + Cg MCD :=MC + D MCT :=MC+ T
K:M+NDCD KD:K+D KT:K+TD
MP :=M + P

MNP := MN + Pg

We adopt the standard naming convention of monotonic non-normal modal logics
(cf. e.g., [26, 38]): each classical modal logic is denoted MY, where ¥ C {C.N,P.D, T}
corresponds to the list of axioms among Cn, Nao, Po, D, Tg extending M. The only
exceptions to this notation are K, KD and KT for which we use the usual names. Note

7 Here we only refer to label-free, two-sided Gentzen-style sequent calculi. Many alternative
sequent calculi for S5 and other modal logics have been defined by adding labels [45, 62—-64]
or enriching the sequent structure [3, 8, 28, 37, 50, 52].
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MN MNP MND MNT
TSk - A 0 A
/ / /
Mzo----- N V] J »MD - - - - - /—————»MT /
\ T~ T
MC MCD ——— 5 MCT

Figure 7. Diagram of classical modal logics.

however that K amounts to MCN, this axiomatisation of K is equivalent to the more
standard one with nec and K considered in Section 1.1 (cf. e.g.. [9]). As usual, given
the duality between O and < in classical logics, the above systems can be equivalently
defined by replacing mong, No, Cao, Po, and To, with their $-versions mong, No,
Co. Po.and T (Figure 6).% The systems MCP and KP are not listed above as they are
respectively equivalent to MCD and KD (Pg and D are interderivable given mong and
Co). The resulting classical modal logics and their inclusion relations are displayed in
Figure 7. In the following, we use L or MY, without specifying the set ¥, to denote any
of the above classical logics.

In the following subsections, we show that the two methods define, for each classical
modal logic L, the following minimal counterpart M.L.

DEerINITION 5.1 (Minimal modal logics). Minimal modal logics are axiomatically
defined in the language L extending MPL with the following modal axioms and rules

from Figure 6:
M.M := mong, mone M.MP := M.M + Pg
M.MN := M.M + Ng M.MNP := M.MN + P,

M.MC := MM + Cq. Ko
M.K:= M.MC + Ng

M.MD :=M.M + D, P MMT := MM+ Tg, To
M.MND := M.MN + D M.MNT := M.MN + Tg, To
M.MCD := M.MC + D, Po M.MCT := MMC + Tg. To
M.KD := MK+ D M.KT := MK+ Tg, To.

It is worth observing immediately that not all logics contain both the O- and
the <-versions of the characteristic modal axioms of their classical counterparts. In
particular, as we will show later in this section, Pg, No and Co are not valid in the
corresponding minimal systems, with the latter axiom that needs to be replaced with K
in order to obtain a complete axiomatisation. On the other hand, by means of routine
axiomatic derivations one can show that the above definition of M.K is equivalent to
the one of Definition 2.5 based on Kg and nec, in particular Kg is derivable from
monp, Cp and the axioms of MPL.

5.1. Minimal modal logics via bimodal companions. We prove that each minimal
logic M.L above is the minimal counterpart of the classical logic L as defined in

8 A O- and a ©-formulation of the axiom D are also possible, namely —(0A4 A O-A4) and
OAV O—-A. We prefer to consider the more standard version 04 D <A, which is adequate
for both formulations of the logics and is commonly adopted in the definition of intuitionistic
modal logics.
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18 TIZIANO DALMONTE

Definition 2.4 (that is, M.L - 4 if and only if S4 ® L - 4’). As before, in order to
prove this result, we first provide a semantics for minimal modal logics.

We start recalling the neighbourhood semantics for classical modal logics (cf. [9, 47]).
A classical neighbourhood model is a tuple M = (W, N/, V), where W is a non-empty set
of worlds, V : Atm — P(W) is a valuation function for propositional variables, and
N is a function W — P(P(W)). called neighbourhood function. Modal formulas
are interpreted in classical neighbourhood models as w |- OB iff there is o € N'(w)
such that for all v € o, v IF B; and w IF OB iff for all o € M (w), there is v € o such
that v IF B. Each classical modal logic L considered in this work is characterised by
the class of all classical neighbourhood models satisfying the following condition (C),
(N). (P). (D), or (T), for all &, § C W., if L contains the axiom Cn. Ng. Pg. D, or Tg.
respectively:

(C) Ifa, B € N(w), thena N B € N(w). (N) M(w) # 0.
(D) If o, B € N(w), then N B # 0. (P) 0 ¢ N(w).
(T) If @ € N(w), thenw € a.

We also remark that for each considered classical modal logic L, the fusion S4 & L is
characterised by the class of models (W, R, N, V), where R is a reflexive and transitive
binary relation on W. and N is a neighbourhood function satisfying the conditions
among (C), (N), (D). (P). (T) satisfied by the models for L. This characterisation of
fusions S4 & L can be easily proved by combining the completeness proofs by canonical
models for S4 and for L (see e.g.. [9]).

By combining relational models for MPL and classical neighbourhood models, we
now define minimal neighbourhood models for minimal modal logics as follows.

DEFINITION 5.2 (Minimal neighbourhood semantics). 4 minimal neighbourhood
modelisatuple M = W, <. F, N, V), where W, <. F, V) is aminimal relational model,
and N is a neighbourhood function W —s P(P(W)). The forcing relation M, w I+ A is
inductively defined extending the clauses for p, 1., A\, V, D in Section 1.2 with the following
clauses for the modalities:

M.wIFOB iff forallv> w. thereis a € N(v) such that o V¥ B:
M. wlFOB iff  forallv>w, forall a € N(v), a IF? B;

where o IFY B and o |F3 B are abbreviations for, respectively, ‘for allu € o, M, u |- B’,
and ‘there is u € o such that M, u |- B’.

For each minimal modal logic M.M¥X, we say that a minimal neighbourhood model M
is a model for M.MX. (or it is a M.MX-model ) if it satisfies the condition (X) above for all
X € ¥. Note that M.K amounts to M.MCN., hence the corresponding models must satisfy
both (C) and (N).

By an easy induction on the construction of formulas one can prove the following.

PrOPOSITION 5.1 (Hereditary property). For every A € L, every minimal neighbour-
hood model M, and every world w of M., if w Ik A and w < v, thenv I+ A.

Now we prove that the logics M.L are sound and complete with respect to the
corresponding classes of models.
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THEOREM 5.2. For all A € L and all minimal modal logic M.L, if A is derivable in M.L,
then A is valid in all minimal neighbourhood models for M.L.

Proof. We show that all modal axioms and rules of M.L are valid, respectively validity
preserving, in every minimal neighbourhood model M for M.L.

(monp) Suppose that M =4 D B and w IF O4. Then for all v > w, there is
o € N(v) such that for all z € a, z IF A, thus z IF B, hence w |- OB. Therefore
M =04 D OB.

(mone) Suppose that M =4 D B and w IF ©A. Then for all v > w, for all a €
N (v), there is z € a such that z I 4, thus z IF B, hence w IF ¢B. Therefore
M =G4 > OB.

(Ng) For all w and all v > w, by (N), there is @ € M (v). Since z I- T for all z € o,
we have w IF OT. Thus M = OT.

(Co) Suppose that w IF 04 A OB. Then for all v > w, there are . f € N(v) such
that o IF¥ A4 and § IFY B.By (C).a N B € N(v). moreover a N i IFY A A B. Hence
M EOAANDOB D O(ANB).

(K¢ ) Suppose thatw I 0(A4 D B) and w I ©A4. Thenforallv > w, thereisa € N'(v)
such that a IFY 4 > B. Now. suppose that § € N'(v). By (C). anN g € N(v). Since
anpCa anfIF¥ 4> B. Moreover, by w IF OB, a N fIF? 4. Thus a N g I->
B. which implies # IF2 B. Since this holds for every § € N (v). w I+ ©B. Therefore
MEO(DB)D (04D OB).

(Po) Forall wand all v > w, by (P). 0 ¢ N(v). Hence, for all @ € N'(v), a # 0, thus
a IF3 T. Then we have w I ©T. Thus M |= OT.

(D) Suppose that w IF OA. Then for all v > w, there is & € N (v) such that a IF7 A.
Now, suppose that # € N (v). By (D). thereisz € a N f. Thenz Ik 4, hence f IF= 4,
therefore w IF ©GA. Hence M =04 D ©A.

(Tn) Suppose that w |- OA. Then for all v > w, there is & € N (v) such that a IF¥ A4.
Hence in particular there is o € A'(w) such that a IF¥ 4. By (T). w € «. then
w Ik A. Therefore M =04 D A.

(To) Suppose that w I A. By the hereditary property of minimal neighbourhood
models, for all v > w, v I 4. Moreover, by (T). for all & € N'(v), v € o hence
o IF7 A. Thus w IF ©A. therefore M = OA. N

The proof of completeness proceeds essentially as the one in Section 2. First, we
observe that Lemma 2.3 also holds for all logics M.L. We consider the following
definition of neighbourhood segment.

DEFINITION 5.3. For every logic L in L, an L-neighbourhood segment, or just segment,
is a pair (0, €). where © is an L-full set, and € is a class of sets of L-full sets such that:

o f0A € D, then there is % € € such that for all¥ € %, A € ¥; and
o ifOA € D, thenforall U € €, thereisY € U such that A € Y.

Moreover, if L contains the axiom Cg, or the axiom D, or the axiom Tgq, then the
L-segments must satisfy the following corresponding condition:
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(CS)IF UV €C. thnU NV €. (Ts)Forall% € €. ®cU.
(D-s)If %,V €€.then¥ NV # 0.

LEMMA 5.3. For every minimal modal logic M.L and every M.L-full set @,

(i) there exists an M.L-neighbourhood segment (@, %):

(i) if OA ¢ @, then there exists an M.L-neighbourhood segment (®,€’) such that
Jorall % € €, there is ¥ € U such that A ¢ ¥,

(ili) if ©A ¢ ®©, then there exists an M.L-neighbourhood segment (®,6¢") such that
there is % € € such that for all Y € %, A ¢ ¥.

Proof.

(i) Given an M.L-full set ®, we construct an M.L-segment (®, %) as follows.
For all 04 € ®, we define %, = {¥ M.L-full | 4 € ¥ and thereis OB €
® such that B € W}; and %4 = % if M.L does not contain Ty, and %, =
U J{®}if M.L contains Tn. Moreover, we define ¢ = {%,4 | 04 € ®}. We
show that (@, %) is an M.L-segment.

e If0A € @, then by definition %4 € €. Moreover, if M.L does not contain
To, then 4 € ¥ for all ¥ € %4. If instead M.L contains 7, then for
all ¥ € %4 we have 4 € ¥ or ¥ = ®, where, by 7o and closure under
derivation of M.L-full sets, 4 € ®.

o IfOA € @, then assume % € %. Then, by definition, Z = %p for some
OB € ®. By Lemma 2.3, there is an M.L-full set ¥ such that 4, B € ¥,
hence W € % =% and A € V.

Moreover, the conditions (C-s), (D-s) and (T-s) are satisfied if M.L contains
the axioms Cg, D, or Tg, respectively:

(C-s) Suppose %,V € €. Then % = %, and ¥ = %p for some 04, 0B €
®. Hence, given that M.L contains Cp, by closure under derivation of M.L-
full sets, we have 0(4 A B) € @, thus Z4xp € €. Notealso that for all M.L-
full sets Wit holds 4, B € W ifand onlyif 4 A B € Y. One can easily verify
that this implies Zynp = %4 N %p, therefore % NV = Uy N Up € €.

(D-s) Suppose .V € €. Then % = %4 and ¥ = %p for some 0A, 0B €
®. Given that M.L contains D, by closure under derivation of M.L-full sets,
we have ¢4, OB € ®©. By Lemma 2.3, there is an M.L-full set ¥ such that
A, B € Y. Then by definition, ¥ € %, and ¥ € %, hence ¥ € %4 N U3,
therefore NV = Uy N\ Up # 0.

(T-s) By definition, forall % € €. ® € % .

(ii) For all OB € @, we define %; = {¥ M.L-full | B € ¥ and thereis OC €
®suchthat C e Y} U{¥Y M.L-full | Be¥Yand 4 ¢ ¥}; and %p = %; if
M.L does not contain Tn, and %3 = %, U {®} if M.L contains 7. Moreover,
we define ¥’ = {%p | OB € ®}. We can show that (®, ) is an M.L-segment as
initem (i). Now, suppose that ZZ € €. Then % = %3 forsome OB € ®. Thus,
since 04 ¢ ®, {B} / A (otherwise - B D A, and by mong, - 0B D 0OA,
hence by closure under derivation, DA € ®). Then by Lemma 2.3, there is an
M.L-full set ¥ such that B € ¥ and 4 ¢ ¥, and by definition, ¥ € %3 = % .
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(iii) (iii.i) M.L does not contain Cp, Ko. We define % = {¥ M.L-full |
A ¢ ¥ and there is OB € ® such that B € W}, and for all OC € ®, we
define %; ={¥ M.L-full| C € ¥ and there is ©B € ® such that B € ¥}.
Moreover, we define % = %~, %c = % if M.L does not contain T, and
U =U U{D}, Uc = J{D} if M.L contains Ty. Finally, we define
€ ={%}U{% | 0C € ®}. Note that % satisfies the condition of the
lemma, in particular if 7o belongs to M.L, then 4 ¢ @, since if 4 € @,
then by T, ©A € @, against the assumption. We can show that (®,%)
is an M.L-segment. First, the conditions of M.L-segments for any OB € ®
and for any OB € ® can be shown to be satisfied similarly to item (i).
Moreover, the property (T-s) of M.L-segments for M.L containing T follows
immediately from the definition. We show that (D-s) is satisfied if M.L
contains the axiom D: Suppose that ¥, 2 € €. If ¥ = YUc, Z = Up for
some JC, 0D € ®, the proof'is analogous to the one of (D-s) in item (i). Now
suppose ¥ = %¢ for some some OC € ® and 2 = % . Then by axiom D,
&C € @. Thus we have {C} I A, otherwise we would have - C D A4, and by
mong, F OC D OA, hence OA4 € O, against the assumption. By Lemma 2.3,
there is an M.L-full set W such that C € ¥ and 4 ¢ V. By definition, ¥ € %,
moreover ¥ € % (since OC € @), hence ¥ € % N%c = ¥ N %, therefore

¥, and O ® C V¥, and B € ¥ for some OB € @}, and % = % if M.L does
not contain Tg, and = %~ U {®} M.L it contains 7. Moreover, we define
¢ = {%}. Clearly, % satisfies the claim of the lemma (in particular, if M.L
contains 7o, then 4 ¢ ®). We show that (®,%) is an M.L-segment. First,
observe that for any B € ®, O ®U{B} I/ A. Indeed, if O ®U{B} I 4,
then there are Cy,...,C, € O ® such that - C; A--- AN C, A B D A, hence
FC A AC,D(BDA), then by mong, FO(Cy A+ AC,) DO(B D A),
thus by Cp (n times) and Ko, - OCy A - AOC, D (OB D ©A), which gives
FOC,A---ANOC, NOB D<A, therefore OC,....,0C,. OB OA; since
oc,....0C,, OB € @, thisentails ¢4 € ®, against the assumption. We then
have: the condition for any OB € ® follows immediately from the definition.
If OB € @, then O°® U {B} t# 4, thus by Lemma 2.3, there is an M.L-full
set ¥ such that 0@ C ¥, Be ¥ and 4 ¢ W, hence ¥ € . By the same
argument, the property (D-s) is satisfied for M.L containing the axiom D
given that OT € O® entails the existence of such an M.L-full set ¥, hence
% # 0. Moreover, (C-s) is trivial, and (T-s) for M.L containing T follows

immediately from the definition. .

DEFINITION 5.4. For every logic L in L, the canonical neighbourhood model for L is the
tuple M = (W, <. F, N, V), where:

W is the set of all L-neighbourhood segments;

Jorall (®,%).(¥Y.2) e W, (0.¢) < (¥Y.2) if and only if © C ¥;
Sforall (®,€) e W, (0, %) € Fifand only if L € ®;

Sor all sets % of M.L-full sets, azy = {(®,€) | ® € %}:

Jorall (®,€) e W, agy € N((®, %)) if and only if % € €-
Sforall (®,€) e W, (0.%) € V(p) ifand only if p € @.
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LEmMMA 5.4. For every minimal modal logic M.L, the canonical neighbourhood model
M for M.L is a minimal neighbourhood model for M.L.

Proof. 1t is easy to very that M is a minimal neighbourhood model. We show that
M satisfies the conditions among (C), (N), (P), (D), (T) associated with the axioms
of M.L.

(C) Suppose that a.f € N((®.%¢)). Then, by definition, o = ay and B =
ay for some %.V € €. By the property (C-s) of M.L-segments, % N
¥ € €. thus ayny € N((®.€)). where agyny = {(O.€) | ®Pc ¥ NV} =
{(0.9) | e Z}n{(D.F) | PV} =ay Nay =anf.

(N) Forall M.L-full sets ®, OT € ®, then for all M.L-segments (®, €), € # 0, thus
N((@.%)) # 0.

(P) For all M.L-full sets ®, T € ®, then for all M.L-segments (®, %) and all
U €€.U # 0. thusforallay € N((®,%)). ag # 0. thatis, ) ¢ N((D,%)).

(D) Suppose that o, f € N ((®,%¢)). Then @ = ag and f = ay forsome %,V €
€. By (D-s), % NV # (), which implies g Nay =a N B # 0.

(T) Suppose that o € N ((®.%)). Thena = gy foran % € €. By (T-s). ® € % .
thus (0. %) € agy = a. O

LeEMMA 5.5. Let M.L be a minimal modal logic and M = (W, <, F, N, V) be the
canonical neighbourhood model for M.L. Then for all (®.€) e W and all A € L,
(D.%) - Aifandonly if A € ®.

Proof. By induction on the construction of A. For the cases 4 = p, L, BAC.BV
C, B D C the proof is exactly as the proof of Lemma 2.5. We consider the inductive
cases A = OB, OB.

(A = OB) Suppose that 0B € ®. Thenforall (¥, 2) > (0, %).0B € ¥. By definition
of segment, there is % € 2 such that for all ® € %, B € ©. Then, by definition of
canonical model, ayy € N((¥. 2)). and by i.h., (0.&) IF B for all (0,&) € ay.
Therefore (@, €) IF OB. Now suppose that OB ¢ ®. By Lemma 5.3 (ii), there is an
M.L-segment (@, 2) such that for all ZZ € 2, there is ¥ € % such that B ¢ V. By
definition, (®, Z2) € W and (®.%) < (®, 2). Moreover, assume o € N (D, 2)).
Then o = ag, for some % € 2. Thus, thereis ¥ € % such that B ¢ V. By Lemma
5.3 (i), there is an M.L-segment (P, &), thus by definition, (¥, &) € ay . and by
ih.. (¥.&) I¥ B. Hence o = ayy IF¥ B, therefore (®,%) I OB.

(4 =<CB) Suppose that OB € ®. Then for all (¥.2) > (0.%), B c¥. By
definition of segment, for all % € 2, there is ¥ € % such that B € ¥. Now,
assume o € N((¥, 2)). By definition, o = ay, for some % € 9. Then there is
Y ¢ % such that B € ¥. By Lemma 5.3 (i), there is an M.L-segment (¥, &), thus
by definition, (¥. &) € ay . and by i.h.. (¥, &) IF B, which implies oo = av, -7 B.
Since this holds for every a € N((W, 2)). we have (®,%) IF ©B. Now suppose
that OB ¢ ®. By Lemma 5.3 (iii), there is an M.L-segment (®, %) and a % € 9
such that for all ¥ € %. B ¢ . By definition, (®, 2) € W, (9. %) < (®. 2), and
ay € N((®, 2)). Moreover, for all (P, &) € agy, B ¢ ¥, thenbyih., (¥.&) I B.
Hence, ayy |7 B. therefore (®. %) Iff OB.

O]

As a consequence of these lemmas, we obtain the following completeness result (cf.
proof of Theorem 2.6).
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THEOREM 5.6 (Completeness). For all A € £ and all minimal modal logics M.L, if A is
valid in every minimal neighbourhood model for M.L, then A is derivable in M.L.

Finally, on the basis of this semantic characterisation of logics M.L, we can show
that, for each classical logic L, the fusion S4 & L is the bimodal companion of the
corresponding minimal logic M.L.

THEOREM 5.7. For all A € L and all classical modal logics L, A is derivable in M.L if and
only if A" is derivable in S4 & L.

Proof. (=) Suppose that S4 @ L I/ A'. Then there are a model M = (W, R, N, V)
for S4@L and a world w such that M,w lf 4. We define M’ = (W, <
JF. N, V') over the same W and N, where < =R, for all p € Atm, V'(p) = {v |
for all u, vRu implies u € V(p)}. and F = {v | for all u, vRu implies u € V(f)}. By
the properties of N in M, it immediately follows that M’ is a minimal neighbourhood
model for M.L. We show that for all v € W and all B € £, M’,v IF B if and only
if M,v Ik B', which implies that M’, w I A. therefore M.L I A. The proof is by
induction on the construction of B. The cases B = p, L,C AD,C Vv D,C D D are as
in the proof of Theorem 2.7, case (=). We show the cases B = OC, OC.

(B=0C) M, vI-0OC iff for all u > v, there is o € N (u) such that for all z € a,
M,z I+ C:iff (by definition of < and i.h.) for all u, if vRu, then there is oo € N (u)
such that for all z € o, M,z IF C*; iff for all u, if vRu, then M, u IF O,C?; iff
M.,U IS DIDZC[.

(B=<C) M. vl-<OC iff for all u > v, for all o € M (u). there is z € « such that
M,z I C:iff (by definition of < and i.h.) for all u, if vRu, then for all o € N (u).
there is z € a such that M, z I C’; iff for all u, if vRu, then M, u IF O,CY; iff
M, v - |:11<>2Ct.

(<) Suppose that M.L I/ 4. Then there are a minimal neighbourhood model
M= (W, <, F,N,V) for M.L and a world w such that M, w I 4. We define M" =
(W. R, N, V") over the same W and N/, where R =<, forall p € Atm. V" (p) = V(p).
and V"(f) =F. Then M" is a model for S4 & L. We show that for all v € W and
all Be £, M,v I B if and only if M”,v |k B', which implies that M" w | A,
therefore S4 @ L I A. The proof is by induction on the construction of B. The cases
B=p 1L.CAD.CVD,C>DD are as in the proof of Theorem 2.7, case (<«). We
show the cases B = OC, CC.

(B=0OC) M.,v - OC iff for all u > v, there is o € N (u) such that for all z € a,
M., z I C; iff (by definition of R and i.h.) for all u, if vRu, then there is o € N (u)
such that for all z € o, M”, z IF C?; iff for all u, if vRu, then M u |- O,C?; iff
M v I 0,0,C".

(B=<C) M,vIF<OC iff for all u > v, for all o € M (u). there is z € o such that
M. z IF C: iff (by definition of R and i.h.) for all u, if vRu, then for all o € N (u).
there is z € « such that M”, z I C’; iff for all u, if vRu, then M” u IF O,CY; iff
M v lF070,CL OJ

As an additional remark, based on this semantics we can also show that the
axioms Pg, No and Co are not valid in M.MP, M.MN and M.MC, respectively.
For the first two axioms, consider a model M = (W, <, F, N, V) where W = {w, v},
< ={(w.w).(v,v)},F={v}and N(w) = N(v) = {F}. M satisfies both conditions

Downloaded from https://www.cambridge.org/core. IP address: 10.3.50.30, on 15 Jul 2025 at 16:58:43, subject to the Cambridge Core terms of use, available at
https://www.cambridge.org/core/terms. https://doi.org/10.1017/51755020325000097


https://www.cambridge.org/core/terms
https://doi.org/10.1017/S1755020325000097
https://www.cambridge.org/core

TIZIANO DALMONTE

MCZ i cl & mnccl A4.B = mem(‘[ = A4.B
Y 04= 0B © OA4= OB M 04, OB = M = 04,0B
cet . A= BT cet 5. 4= BII et Y. A.B=
U 02,04 = OB <l © 03,04 = OB, Ol C 0OF,04,.0B=
cl = A4.B.11 an =4 Ncl 4= cl Z=41
MeMC 04, 0B, ol 5 = o4 ° oA K oz = oaom
Kcé 2 A=11 PL’Z 4= Pcé =4 DL‘Z A= B Dcl 4.B =
© 0,04 = OIl Y 04=> © =04 04 = OB 8 D4.0B=
fo = A.B D =11 Tfj[ A=A Tgf T'=A4A
= OA.OB Oz = Ol I.04=A = CAA

Figure 8. Modal rules for classical sequent calculi G1-L.

(P) and (N). Moreover, since FIF¥ 1 and FIF2 L, we have w I OL and w IF OL.
However, w Iff L, therefore M [~ —0O1 and M = =< L. For Co, consider a model M
where W = {w,v,u}, < = {(w,v), (w.u), (w,w), (v,v), (w,u)}. V(p) = {v}, V(g) =
{u}, N(w) = N(v) = {{v}} and N'(u) = {{u}}. that trivially satisfies (C). One can
easily verify that w |- O(p V ¢) but w I O p and w | ©g. therefore M = O(p Vv g) D
OpVOgq.

5.2. Minimal modal logics via sequent calculi. Gl-style sequent calculi for the
considered classical modal logics are defined extending G1-CPL (Figure 1) with the
following modal rules from Figure 8:

G1-M := MZ. M¥, mncs4. mem¢s
G1-MN := G1-M + N¢, N¥

G1-MC := Cf:,[, C‘éf, mnc‘(":[, mem"ce
G1-K := K¢, K¢

G1-MP := G1-M + P¥, P¥
G1-MNP := G1-MN + P¢, ng

G1-MD := G1-M + D%, DZ, DY
G1-MND := G1-MN + D¢, D¢, D¥
G1-MCD := G1-MC + CD“

G1-KD := G1-K 4+ CD%

G1-MT := GL-M + T¢, T¢
G1-MNT := G1-MN + T¢, TY
G1-MCT := G1-MC + T¢, T¢
G1l-KT :=G1-K + TZ, TY.

These calculi are studied and shown to be cut-free complete in [27, 35, 38, 46]. By
applying the single-succedent restriction to the classical calculi G1-L, we obtain the
corresponding calculi G1-M.L which extend G1-MPL (Figure 1) with the following

modal rules from Figure 9:

G1-M.M := M2 M2
G1-M.MN := G1-M.M + N2
G1-M.MC := C2, K™
G1-M.K := K2, K™

G1-M.MD := G1-M.M + D™, P%
G1-M.MND := G1-M.MN + D™, P%
G1-M.MCD := G1-M.MC + CD"
G1-M.KD := G1-M.K + CD"

G1-M.MP := G1-M.M + P%
G1-M.MNP := G1-M.MN + P%

G1-M.MT :=GI-M.M + T{, T%
G1-M.MNT := G1-M.MN + TZ, T%
G1-M.MCT := GI-M.MC + TZ, TZ
G1I-M.KT :=GI-M.K + TF, T%.

As before, the rules containing sequents with an empty succedent or with two

active/principal formulas in the succedent are dropped (namely,
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m A= B m A= B N = 4 cm . A= B
04 = OB A = OB = 04 P 0Oz,04 = OB
Kgﬁ K2 L4=B Pz = 4 pm _A=8
0¥ = 04 0x, 04 = ©B = A 04 = ©B
Y= A4 r4=~«=C I'= 4
m ___“= 7 4 Tm77 TR T <
D" mr = oa S Tod=C ° T=o4

Figure 9. Modal rules for minimal sequent calculi G1-M.L.

mem&, N¥, P, D¢ and D¥). while the remaining rules preserve only one formula in
the consequent of sequents (note in particular that the modal context ¢TI is removed
from C%, K and K%). Observe also that the single-succedent restriction applied to
C¥ and K¢ produces the same rule K. Finally, the calculi G1-M.MD and G1-M.MND
contain the rule P} that corresponds to the restriction of the rule DY in the particular
case where A = B (P¥ is derivable in G1-MD and G1-MND from D% and ctr{’).

We now show that the rule cut is admissible in the calculi G1-M.L. As a consequence
of this result, we prove that the calculi G1-M.L are equivalent to the corresponding
axiomatic systems M.L.

THEOREM 5.8. For every calculus G1-M.L, the rule cut is admissible in G1-M.L.
Proof. The proof is in the appendix. O

THEOREM 5.9. For every calculus G1-M.L, for all A € L, A is derivable in G1-M.L if and
only if A is derivable in M.L.

Proof. (=) For every modal rule Sy, ..., S,/S of G1-M.L, we show that the rule
1(Sy), ..., 1(S,)/1(S) is derivable in M.L. (M%) From A D B, by mong we get 04 D OB.
(MZ) From A D B, by mone we get 04 D OB. (NZ) From 4 we get T D A, then by
mong, OT D OA, hence with OT we obtain O4. (P%) From A4 we get T D A, then
by mone, OT D ©A, hence with ©T we obtain ©A4. (D™) From A D B, by mong,
04 D OB, then with OB D OB we get 04 D OB. (CD") Assume £ = A; A --- A A4,.
Then from A; A - A A, D B, by mong we get O(A4; A - A A,) D OB. From Cp we
have OA4; A - AOA, D O(A4; A+ A A,), then with OB D OB we obtain OA4; A - A
04, D OB. (T%) From AT A A D B, with 04 D 4 we get AT AOA D B. (T%)
From AT D 4, with4 D GAweget AT D GA. For C. K and K see the derivations
in Figure 3, replacing consecutive applications of nec and Kn with one application of
mongn.

(<) For the other direction, it is easy to see that the modal axioms and rules of M.L
are derivable, respectively admissible, in G1-M.L. We show as examples the derivations
of Cy and mong.

A.B =4 AB=B .,
AB=ANB i
0A4.0B = 0(AAB) = ADB ADBA=B
DAADBOB=0(4AB) © , DﬁﬁgB Mo
L = m
O4AAOB.OAADOB = 0O(4AB) —— =7 -R
ctrl” = 04D 0B

0AAOB = 0O(4AAB)
= 04AAOBDOAAB)

m
R
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§6. Constructive modal logics. On the basis of the relations between M.K and
C.K observed in Section 4, we now define a constructive counterpart for each logic
M.L. First, the constructive modal logics C.L are defined extending M.L with ex falso
quodlibet 1 D A.

DEFINITION 6.1 (Constructive modal logics). For every minimal modal logic M.L, the
corresponding constructive modal logic C.L is defined as M.L + 1L D A.

We show that each logic C.L is semantically characterised by neighbourhood
models obtained by suitably restricting the minimal neighbourhood models for the
corresponding system M.L. The restriction is analogous to the one of Definition 4.1,
with the difference that the neighbourhood function is now involved.

DEFINITION 6.2 (Constructive neighbourhood semantics). For every constructive modal
logic C.L, a constructive neighbourhood model for C.L is any minimal neighbourhood
model M = (W, <,F,N.,V) for the corresponding minimal logic M.L such that the
following hold for all w € TF:

(i) w e V(p)forall p € Atm;
(i) there is a € N(w) such that o C TF;
(i) forall o € N(w), a NF # (.

THEOREM 6.1. For all A € L and all constructive modal logics C.L, A is valid in all
constructive neighbourhood models for C.L if and only if A is derivable in C.L.

Proof. (=) The proof extends the one of Theorem 5.2 by showing that 1 D A4 is
valid in every constructive neighbourhood model. Suppose that w I 1. We show by
construction on 4 thatw |- A4, considering only the cases 4 = OB, & B (see the proof of
Theorem 4.1 ford =p, L. BAC.BV C,B D C). (4 = 0OB) Suppose w < v. Since F
is <-upward closed. v € F. Then by Definition 6.2, item (ii), thereis & € N (v) such that
a CF. Hence o IF¥ L, and by i.h.. o IFY B. Therefore w I OB. (4 = ©B) Suppose
w < v. Since F is <-upward closed, v € F. Then by Definition 6.2, item (iii), for all
aeNw),anF # 0. Henceforalla € N'(v), o IF? L, thenbyi.h.,a IF7 B. Therefore
w - $B.

(<=) The proof extends the completeness proof of minimal modal logics by showing
that the canonical neighbourhood model for C.L (Definition 5.4) satisfies the conditions
(i), (ii), (iii) in Definition 6.2. Suppose that (®,%’) € F. Then L € ®. Since @ is closed
under derivation, by ex falso quodlibet we obtain ® = L, which entails the following.
(i) For all p € Atm, p € ®, hence by definition, (®, %) € V(p). (ii) OL € ®, hence by
Definition 5.3, there is % € % such that for all ¥ € %, L € ¥. Then by Definition
5.4, there is agy € N((®,%)) such that for all (¥.2) € ay. L € . Then for all
(¥.92) € ay. (¥.2) € F, thus ag, CF. (iii) OL € @, hence by Definition 5.3, for all
% € €.thereis¥ € % suchthat L € ¥.Then by Definition 5.4 and Lemma 5.3 (which
holds for C.L-full segments as well), forall gy € N ((®, %)), thereis (¥. 9) € ay such
that 1 € P, hence (¥, Z) € TV, thus agyy NTF #£ (. O

Now, we show that for each logic C.L, a sequent calculus G1-C.L can be obtained by
extending G1-IPL with the modal rules of the corresponding calculus G1-M.L.

DEFINITION 6.3. For every logic C.L. the sequent calculus G1-C.L contains the rules of
G1-IPL (Figure 5) plus the modal rules of the corresponding minimal calculus G1-M.L,
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except for T which is replaced by its intuitionistic version T5, with 0 < |6| < 1 (that is.
with the succedent containing at most one formula):

Ti I4=o
D T.04=9/

Differently from the other modal rules, T¢ and T¢ are local and must therefore be
treated like the propositional rules. Since T¢ has a principal formula in the succedent
which is preserved by both kinds of sequent restrictions, this only impacts on T% that
requires an intuitionistic succedent containing zero or one formula.

THEOREM 6.2. For every calculus G1-C.L, the rule cut is admissible in G1-C.L.
Proof. The proof is in the appendix. O

THEOREM 6.3. For every calculus G1-C.L, for all A € L, A is derivable in G1-C.L if and
only if A is derivable in C.L.

Proof. The derivations of the intuitionistic axioms and sequent rules are standard.
For the derivations of the modal axioms and sequent rules we refer to the proof of
Theorem 5.9. O

§7. Discussion and future work.

7.1. A framework of minimal and constructive modal logics. The aim of this paper
was to provide a uniform characterisation of constructive modal logics. Our approach
went through the definition of a family of minimal modal logics obtained from their
classical counterparts (1) by means of a reduction into fusions of classical modal
logics via the extended Godel-Johansson translation, (2) by restricting G1 sequent
calculi for classical modal logics to single-succedent sequents. We have seen that
the resulting minimal counterpart of K is strictly connected with the constructive
modal logic C.K studied in the literature, as the two systems validate the same
modal principles. Moreover, we have seen that C.K can be obtained from M.K (1)
axiomatically, by extending M.K with ex falso quodlibet | D A4; (2) semantically, by
adding suitable conditions on the set of fallible worlds; (3) based on the sequent calculi,
by adding the minimal modal rules to an intuitionistic sequent calculus. By extending
these relations to the other minimal systems, we have defined a constructive analog
for each minimal system, obtaining a corresponding family of constructive modal
logics. This family contains the logics C.K, C.KD and C.KT which are the constructive
counterparts of K, KD and KT already studied in the literature. In particular, the same
axiomatisations were defined in [2, 43] (C.KT also coincides with the propositional
fragment of Fitch’s first-order intuitionistic modal logic [18]), moreover our sequent
calculi G1-C.K, G1-C.KD, G1-C.KT coincide with those of [6, 34, 36]. The remaining
minimal and constructive logics are new. All in all, this work organises pre-existing
constructive modal logics into a uniform framework and also extends this family with
constructive counterparts of some non-normal modal logics, providing for each of them
corresponding semantics and sequent calculi. At the same time, our approach offers
an alternative view on constructive modal logics with respect to axiomatic systems; we
observe in particular that a constructive modal logic does not necessarily contain both
the O- and the O-version of the characteristic axioms of its classical counterpart, as
one could expect when starting from the axiomatisation.
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M.L

CL

W.L

Definition 5.1

ML+ 1LD>4

CL+ (04 A CnA)

Minimal modal models
(Definition 5.2)

Minimal modal models
with fallible worlds
satisfying all formulas

Minimal modal models
without fallible worlds

G1 propositional and
modal rules with
exactly one formula in
the succedent (Figure 9)

G1 propositional rules
with at most one
formula in the
succedent, G1 modal
rules with exactly one

G1 propositional and
modal rules with at
most one formula in the
succedent

formula in the
succedent

Figure 10. Axiomatic, semantical and proof-theoretical relations between minimal and
constructive modal logics.

7.2. Comparison with Wijesekera-style constructive modal logics. Wijesekera’s logic
W.K, often presented as C.K + N, was defined (in a first-order formulation) and
provided with a birelational semantics and a sequent calculus in [65]. Interestingly, the
same models can be obtained from the birelational models for C.K (Definition 4.1) by
dropping the fallible worlds, and the sequent calculus amounts to the restriction of
G1-K (Figure 2) to sequents with at most one formula in the succedent (vs. restricting
to exactly one formula in the succedent, that provides G1-C.K, cf. also [13]). We can
now observe that analogous relations hold for all constructive modal logics C.L studied
in this paper, considering the corresponding Wijesekera-style logic W.L defined in [11].
Above all, we point out that each system W.L (thus also W.K) can be obtained extending
the corresponding system C.L with the axiom —(0A4 A ©—A4), which expresses one
direction of the duality principle. This shows that the difference between C.K and W.K
does not rely that much on a stronger < of the latter, but rather on a different interaction
of O and < in the two systems. In particular, the modalities in C.L systems are barely
connected. The relations between minimal, constructive and Wijesekera-style modal
logics are summarised in Figure 10.

7.3. Simpson’s requirements. Simpson [59] listed some requirements that are now
a standard to evaluate whether an intuitionistic modal logic I.L can be understood
as an intuitionistic counterpart of a classical modal logic L, among which we have
that |.L should be a conservative extension of IPL. it should contain all axioms of
IPL (over the whole language £) and be closed under modus ponens, it should satisfy
the disjunction property (if 4 V B is derivable, then A4 is derivable or B is derivable),
the modalities in I.L should be independent, the extension of I.L with 4 V =4 should
coincide with L. It looks natural to adapt these requirements to pairs of minimal
and constructive/intuitionistic modal logics. It is easy to verify that each logic M.L is a
conservative extension of MPL, contains all axioms of MPL and modus ponens, satisfies
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the disjunction property and has independent modalities. Moreover, the extension of
M.L with 1. D A coincides with the corresponding logic C.L. In this sense, each pair of
corresponding logics M.L and C.L constitutes a Simpsonian pair of modal logics.

7.4. Computational properties. In this work, we have not considered the com-
putational properties of the logics M.L and C.L. However, we can observe that the
equation (x) is not only a definitorial property of the logics M.L, it is also a polynomial
reduction of the derivability problem for M.L into the derivability problem for S4 @ L.
Considering that the derivability problems for S4 @ K, S4 @ KD and S4 @ KT are
known to be PSpace-complete [20], and that M.K is a conservative extension of MPL
(with respect to the fragment of the language without the modalities) which is also
PSpacE-complete, we can conclude that the derivability problems for M.K, M.KD and
M.KT are PSpace-complete. We conjecture that the same complexity bound applies
to all logics M.L and C.L. In future work, we would like to address this problem by
studying terminating sequent calculi and construction of finite models in the style
of [12]. Moreover, we conjecture that PSPACE-complexity can be proved for M.M by
combining the translation 7 with the reduction of classical M into multi-modal K
presented in [22, 32]. We would also like to study reductions for the constructive logics
C.L along the lines of [16].

7.5. Scalability and limitations of our approach. We have restricted our analysis
to modal logics characterised by non-iterative axioms, namely, axioms without modal
operators occurring within the scope of other modal operators. The reason is technical:
models generated by modal logic fusions do not contain any interaction between the
different relations (or between relations and neighbourhood functions). On the other
hand, some interaction is needed in order to validate basic iterative axioms such as 4n
04 D 004, as it is witnessed by the birelational semantics for C.54 of [1] based on
a confluence property of the form wRv & v < u = Jz(w < z & zRu). Interestingly,
it can be proved that this property is satisfied by the canonical birelational model for
C.K (Definition 2.8), which implies that this property is admissible in its birelational
semantics. This remark suggests the possible applicability of our canonical model
construction to minimal and constructive logics with iterative axioms. However, it
not obvious to establish whether this is actually the case, and it is left to future
work.

Concerning instead our proof-theoretical approach, we have considered pure label-
free, Gentzen-style sequent calculi because of their simplicity and the fact that
constructive modal logics allow for this kind of calculi (against intuitionistic modal
logics, for which they seem not possible). Similar single-succedent restrictions of labels
and nested sequent calculi have generated proof systems for intuitionistic modal
logics [59, 60]. It would be interesting to apply a similar strategy starting from
alternative types of calculi, such as hypersequent or 2-sequent calculi, in order to obtain
constructive correspondents of additional classical logics as well as to better understand
the relations between the properties of a calculus and the logics resulting from its
restrictions.
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Appendix: Proofs of cut admissibility.
THEOREM 3.1. The following rule cut is admissible in G1-M.K:

I'=4 2. A=C
r.z=~0¢C

cut

Proof. The proof follows a standard strategy that goes back to Gentzen [27] (cf.
[61] for more details) and consists in proving the admissibility of the following
generalisation of cut

I'= 4 A" = C
r=0C

mix

also known as multicut, where A" denotes one or more occurrences of A. The
proof shows that every derivation containing one or more applications of mix can
be transformed into an equivalent derivation not containing applications of mix
by removing step by step all topmost applications of mix. Let us call mix formula
the formula which is deleted by the application of mix. The proof proceeds by
induction on lexicographically ordered pairs (c, /). where c is the complexity of
the mix formula, defined as usual as c(p) =c(L) =1, ¢(BoC)=c(B) +¢(C) +1,
C(UB) =c¢(B)+1,witho € {A,V,D}, © e {0O,0}, and A is the cut height, defined
as the sum of the heights of the mix-free derivations of the premisses of mix, where the
height of a mix-free derivation is in turn defined as the length of the longest branch
from the root to an initial sequent. The proof distinguishes among the following cases.
In each case, the derivation on the left is converted into the derivation on the right,
where the original application of mix is possibly replaced by one or more applications
of mix, each of them having a mix formula with lower complexity or having a lower
mix height. In the derivations, given a rule R, we denote R* an arbitrary number of
repeated applications of R.

At least one premiss of mix is an initial sequent. There are two subcases.
The left premiss of mix is an initial sequent.

v v
. A= 4 r.4"=~cC ~ r.4"=«¢ ey
mix A= C Ld—c -

The right premiss of mix is an initial sequent.

Y

. I'=4 A= 4 s
mix =4 = 4.

Neither premiss of mix is an initial sequent. There are three subcases.

The mix formula is not principal in the last rule applied in the derivation D of
the left premiss of mix. We consider several cases depending on the last rule applied
in D.
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\% v v
m m I'B; = A Y I''B,= A4 E,A”:>C i
(A7) LT B AB=A S A =cC "~ =B -c ™
mix [..BAB = C FXB AB=C 'L
v v
m I.B=A4 IC=4 v
(V) L T BvCo A S A" = D
mix IL2.BVC =D
v \Y v \%
 ILB=>A4 2 A"=D LC=4 3A"=D |
mix mix
Ve IX,B=D r.Cc=0D»0
L I.BVvC=2C
v v
m I =B .c=4 \Y
=) LT TrBS5C=4 s 4"=D 7
mix IL.B>C=D
v v v
s I =B I .c=4 > A"=D
Wkl T3= B I>.C=D mix
L [L=B>5C=D
v v v
m T=4 v =4 S A"=C |
Wki') WM FTE s are e ~ rr=c _ ,m
mix B> C Tzeoc "
v \Y/ v
. w T.B.B= 4 v LBB=Ad S A"=C .
(ctr") T B4 sA"=C 7 r~B8B=C _, ™
mix [ >B=C rrB=c N

Right rules and K{. K% are not possible.

The mix formula is not principal in the last rule applied in the derivation D of the
right premiss of mix. We consider several cases depending on the last rule applied

in D.
v v v
(A v 3. A". B = C A =4 3. A" B = C .
I'=4 S A".BIAB = C [.2.B = C ”
mix [.E.BAB,=C [.S.BAB =C
v v
(Am) v 3. 4" = B T A" = C n o
=4 $.A"=BAC
mix L= BAC
v v v
. I'= 4 >.A" = B I'= 4 A" = C
mix rs-38 rr=Cc o ™
.= BAC R
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v v
(v v Y A".B=D £4".C=D .
L I'=4 Y. A" BVC = D L
mix [L.BVC =D
v v v v
=>4 > A".B=D =4 > A".C=D
miXx mix
I, B=D r.,C=D0 N
.. BVC =D L
\% v v
(Vo) v . A" = B ym _, L=4 2. 4" = B; o
R I'=4 3. A" =B VB R LE=B
mix Y= B VB 'Y= By VB R
\Y v
m v 3, A" = B 34".C=D _,
)  T=4 S A B>C=D L~
mix I.B>C=D
v v v v
I'=4 Y. A" = B =4 . A".C=>D
mix .z — B LLC=D _, mix
I.S>B>C=D L
v v v
", v A" B=C F=4 A" B=C |
(Ok) =4 A" =B>5C R rxg=c _, "™
mix L= B>C . T=Bo5C R
\Y v v
m \Y 24"=C m I'=4 > A" = C i
=2 T gk
(k") =4 s A"B=cC - 7 rr=C mix
mix [L.B=C LB—=C L
\Y v v
(ctrm) v A" BB=>C . T=4 LA"BB=C
L/ T'=4 > A".B=C L TZBB=C _
mix I..B—=C [LT.B=C L
KE., K% are not possible.

The mix formula is principal in the last rule applied in the derivations Dy, D; of
both premisses of mix. We consider several cases depending on the last rule applied
in Dl s 'Dz.

(/\g’ - /\’L”) The mix formula A4 has the form B A C. We consider the following case,
the other case where the premiss of /\’If’ isX, (BAC )”’1, C = D is analogous.

(VR - V[") The mix formula 4 has the form B v C. We consider the following case.
the other case where the premiss of Vi is I' = C is analogous.
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v
v \Y el
A I'=B I'=C 2’(8/\C) .B=D /\II_VIW
R T=BAC L(BAC)'=D
mix . =D
v
am =B r=c¢C v
v R FT=BAC SL(BAC)"' . B=D
=B I>B=D . mix
[LT.2=D . mix
—_——ctr/"
=0 L
v v
v 1 1
m =R > (BvC)"'.B=D >.(BvC)"™,C=D NV
RT=BvVC S.(BVC)"=D L
mx L= D
v
m I'=1RB \
R T=BVC L BvC)"' B=D
=B [.LB=D mix
rr.x=»n . mix
rLr=pn
(D - ") The mix formula 4 has the form B O C.
v \% \Y
—~1 —1
. T.B=C . (B>C)"!'= B zwjo"c:psz
RTr=8B>C S(BD>C)"=D
mix L= D
w T.B=C v
DRi n-1
" T=BD>C E(BO>C)"' =B v
mx .= B rLB=C
mix
[LT.2= C ()
v
m I.B=C \
R T=B>C (B> c=>D |
[LT.2= C () .sC=>D mix
ILLLE=D . mox
rr=pn M

(R-ctr{") The transformation below applies for any last rule R in the derivation of the
left premiss of mix.

v
\V/ v
A" A= C
v ———————ctr{' ~» =4 A A=C
. I'=4 A" = C mix
mix r2=20C

rx==«=C
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(R—wkf_”) The transformation below applies for any last rule R in the derivation of the

left premiss of mix (note that if n = 1, then the conclusion of mix I', £ = C can be
obtained from X = C by wk{").

\%

v
A" = ¢ v
v =L T W' I'=d4 A s
o I'=4 A" = C rs=cC mix
mix rr=C ,
(K - KI*) The mix formula A4 has the form OB.
v v v v
Km 2= B B" M= C m =B B"Ml=C .
0 v -~ —on T o ~ mix
- OX=0B (OB)", 01l = OC X11=C K
mix 0%, 01 = 0C OL.0M = 0C ' °
(K™ - K%) The mix formula 4 has the form OB.
v v v v
km =B B".1,C = D kn ., T=B8 B"I.C=D
Y 03 = OB (OB)".OM.¢C = ©D SILC=D m
mix O%.0IL OC = oD 0. 0ILOC = oD 7
KZ - K&Z) The mix formula 4 has the form ¢C.
LAY
Y Y v \
K 2.B=C II.,C=D m XB=C II,C =D
° 0%, 0B = oC On.oC=oD ° 7 SI.B=D Kmm'x
mix 02, 0L OB = OD O, 0ILOB = oD °

THEOREM 5.8. For every calculus G1-M.L, the rule cut is admissible in G1-M.L.
Proof. We extend the cases in the proof of Theorem 3.1 with the analysis of the new

modal rules. The cases 1.1 and 1.2 are as before.

The mix formula is not principal in the last rule applied in the derivation D of
the left premiss of mix.

v v v
() mn LB=4 v R ILB=A A= C
0 ST oOB=4 T A" = C rrB8=C _,
mix [.X.0B=C [L>.0B=C °©

The mix formula is not principal in the last rule applied in the derivation D of
the right premiss of mix.
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\% v v
(Tm) v 2. A".B=C o, =4 TAB=C
= I'=4 Y. A" 0B = C rL8=C _,
mx [ 0B=C LxoB=C °
\Y v v
- v 4" = B T =4 2 4"=B
(T3) I'=4 xA"=0B °© 7 rx=B8 _, '
mix TS

= <>8B = 9<°8

The mix formula is principal in the last rule applied in the derivations Dy, D,
of both premisses of mix. For the cases where the last rule applied in Dy, D; is
propositional see the proof of Theorem 3.1. We show the other cases.

(N - M) The mix formula 4 has the form OB.

v v v v
N = B B=C m = B B=C .
9> 0B oB—=0oCc ° 7 >C m
mix =10C =oc

(P% - M%) The mix formula 4 has the form < B.

\% v v \Y
m =B B=C m =B B=C .
n'jif( = OB SB=oC Mo~ >C _om mix
= oC =oC ' °©

(N - D™) The mix formula 4 has the form OB (note that by definition P belongs
to the calculus).

v v v v

m_ =B B=C m = B B=C .

:S( = OB 0B =oC P ™ =C_om mix
= oC =oCc ' ©

(NZ - T) The mix formula 4 has the form OB.

v

v

N =B r.(oB)"'.B=cC -

9 = 0B I.(0B)" = C
mix r=cC
\%
NZ =B v
v = OB r.(oB)"'.B=cC
= B I.LB=C mix
r=cC mix
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(C - C™) The mix formula 4 has the form OC.

v v v v
o ZB=C C". =D m .B=C C"M=D .
U 0x. 0B = OC (oo)y,on=op =~ 7 LI.B=>D ., mix
mix Oz OILOB — OD OX.OILOB — OD -
(Clt - KZ) The mix formula 4 has the form OC.
\vi Y
c > B=C C"II,D = E m
® 03,08 = 0OC (0C)".OILOD = OE °
mix 0%, OI1, 0B, D = OF
v v
2.B=C C".Tl.D = E
SI.BD=E Kmm'x
O, OI,0B,0D = OE °
(Cft - CD™) The mix formula 4 has the form OC.
v v v v
w ZB=C c".l1= D m 2.B=C C"Ml=D
Cl ———————— T CD" ~s mix
_ DX.0B=0C (0C)". 0 = ©D X, B Il =D D"
mix Ox, 0B, 00 = oD Ox, 0B, 00 = oD
(CD™ - K%) The mix formula 4 has the form ©B.
v v \Y v
Y= B II,B=C =B I1,B=C .
m m ~
D" 5y 6B OMoB=oC N© ¢ ™
mix Oz, 0 = ©C 0z, 0 = ©C
(CP® - T/) The mix formula A4 has the form OC.
- v
r.(oc) !, D
o ¥.B=C (BC)" . C = ™
- OxX.0B=0C r.(oc)*= o
mix [OL 0B =D
on_ ZB=C v
v Y ox.oB=0C r.coc)y'.c=p
.B=C [.OX.0B.C = D mix
[LOX.0OBX.B=D _ . m
IO, 0B,0%, 0B = D TDm*
ctr

I'oX,0B =D
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(T - K%) The mix formula 4 has the form ©B.

- v v \Y
I'=18B XB=C |
™ I=58 2B8=5C _ym o r==C mix
° T=0B 0%, OB = oC ¢ N
mix F oz = oC r.-ox=C T
: rroz=oc °

For the remaining combinations, (MZ% - M) is analogous to (Cf - C) with |X| =
ITI| =0 and n = 1; (M% - M%) is analogous to (K% - KZ) with |Z| = |I1| = 0; (M -
D™) is analogous to (C - CD™) with |Z| = |TII| = 0 and n = 1; (D™ - M%) is analogous
to (CD™ - KZ) with [Z| = |IT| = 0; (MZ - T™) is analogous to (C - T?) with |[Z| = 0;
and (T - M%) is analogous to (T - K%) with |Z| = 0. O

THEOREM 6.2. For every calculus G1-C.L, the rule cut is admissible in G1-C.L.
Proof. We extend the cases in the proof of Theorem 5.8 with the combinations

involving L{ and wkb. The cases 1.1 and 2.1 are as in the proof of Theorem 5.8.

m The right premiss of mix is the initial sequent J_f_:

v
I'= 1| 1=
r=

mix

We need to consider the last rule applied in the derivation of the left premiss of
mix I' = L, which is a left propositional rule or TH. We show as an example the

latter possibility.
v v
Ti I'B= 1 . IB=>1 1=
S TOoB= L L= 7™ TB=
mx I.0B = ° T.0B=>

The mix formula is not principal in the last rule applied in the derivation D of
the right premiss of mix.

(wkb)
v \V4 v
v A" = Wi I'=4 A" = .
T'=4 > A"=>B R r.s= oo
mix .= B rx=5 kR

The mix formula is principal in the last rule applied in the derivations D;, D; of
both premisses of mix.
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(WkiR - R) The transformation below applies for any last rule R in the derivation of the
left premiss of mix.

v \%
i r:> Y F:> i
Y"RTEZL s a4 Y Tio ka*(l(ff‘i' 2_01))
m 2= rr=o Ve liflo]=

O
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