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Abstract
Low-density polymer foams pre-ionized by a well-controlled nanosecond pulse are excellent plasma targets to trigger
direct laser acceleration (DLA) of electrons by sub-picosecond relativistic laser pulses. In this work, the influence of
the nanosecond pulse on the DLA process is investigated. The density profile of plasma generated after irradiating foam
with a nanosecond pulse was simulated with a two-dimensional hydrodynamic code, which takes into account the high
aspect ratio of interaction and the microstructure of polymer foams. The obtained plasma density profile was used as
input to the three-dimensional particle-in-cell code to simulate energy, angular distributions and charge carried by the
directional fraction of DLA electrons. The modelling shows good agreement with the experiment and in general a weak
dependence of the electron spectra on the plasma profiles, which contain a density up-ramp and a region of near-critical
electron density. This explains the high DLA stability in pre-ionized foams, which is important for applications.

Keywords: near critical density plasma; low density foam; direct laser acceleration; super ponderomotive electrons

1. Introduction

Direct laser acceleration (DLA) of electrons in plasma of
near-critical electron density (NCD) was predicted in Refs.
[1,2] based on three-dimensional (3D) particle-in-cell (PIC)
simulations of the relativistic laser pulse interaction with
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extended pre-plasma. The authors proposed a mechanism
of direct laser energy coupling into hot electrons, which
requires strong self-generated static electric and magnetic
fields that confine fast electrons in the relativistic plasma
channel. These electrons undergo transverse betatron oscil-
lations along the laser pulse polarization direction and gain
energy efficiently when the betatron frequency becomes
close to the Doppler shifted laser frequency[1,2].

In the case of large-scale PW-class lasers and under-
dense plasmas (e.g., gas-jets), DLA can be a predominant
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mechanism of electron acceleration at ultra-relativistic
intensities[3] or works in combination with self-modulated
laser wake field acceleration at moderate relativistic laser
intensities[4,5].

In laser interaction with solid targets, high-energy tails in
the electron energy distribution caused by DLA in the pre-
plasma generated by a low amplified spontaneous emission
(ASE) contrast of 10–4–10–6 have been observed in the
NOVA[6], OMEGA EP, Titan[7] and PETAL lasers[8].

In Refs. [9,10], a controlled ns pulse was used to hit a solid
foil and generate a mm-long plasma with subcritical density.
The interaction of a relativistically intense sub-ps pulse with
the expanded plasma plume resulted in a highly effective
electron temperature and beam charge.

The application of low-density polymer foams to enhance
electron acceleration was demonstrated in Ref. [11], where
250 μm thick foam layers of near-critical and overcritical
densities were used. The approximation of the high-energy
tail of the measured electron spectra with Maxwellian func-
tion led to up to four to five times higher effective electron
temperatures than the ponderomotive one for low-density
foams, while no effect was observed for highly overcritical
densities, for example, 100 mg/cm3. The drawback of this
experiment was that the pre-heating by the ns-ASE was the
same for all foam densities.

In experiments at the PHELIX laser facility, a well-
controlled ns pulse, matched to the foam density and
thickness, was used to convert foams into NCD plasma
for interaction with a sub-ps pulse of moderate relativistic
intensity. Up to a 10–15-fold increase in the effective
temperature and beam charge of accelerated electrons
was observed compared to shots on metal foils at high
laser contrast[12,13]. It was also shown that in these shots,
the effective electron temperature, the maximum of the
measured electron energy and the beam charge are higher
than for shots on metal foil, with ultra-relativistic intensity
of 1021 W/cm2[13]. Full 3D PIC simulations performed for
the parameters of the laser-target setup used showed good
agreement with the experimental results[12–15].

The high efficiency of the DLA mechanism has been
confirmed experimentally[16,17] and theoretically[18-20] also
for femtosecond laser pulses of relativistic intensity.

These groundbreaking results pave the way for the appli-
cation of low-density foams to greatly increase the perfor-
mance of laser-driven particle and radiation sources.

The pre-plasma engineering to optimize DLA is based
on the use of low-density aerogels[21–23], which can be pre-
heated by a nanosecond laser pulse or soft X-rays[24,25]. The
thermodynamic properties of such a plasma are determined
by the propagation of the homogenization wave within the
porous substance[26–30]. Experiments using hohlraum X-rays
for foam heating showed a high hydrodynamic (HD) stability
of foams that start to expand with a delay of 10–15 ns
after the X-ray pulse, in contrast to a Mylar film with the

same areal density[24]. HD simulations with radiative transfer
predicted a very flat distribution of electron density and
temperature in the plasma generated by X-ray irradiation of
1 mm thick polymer foams of 2 mg/cm3 density[31]. All these
properties make this type of plasma target very attractive for
numerous applications[32].

High-current relativistic beams of DLA electrons have a
wide range of applications and can be used to generate a
bright betatron source[33–36] of tens of MeV bremsstrahlung
in the giant dipole resonance region with record-breaking
conversion efficiency and neutrons[13,37,38]. Experiments
with pre-ionized foams at the PHELIX laser at a moderate
relativistic intensity of 1019 W/cm2 have demonstrated that
DLA is a highly robust mechanism. It does not require high
laser contrast or high pointing stability, yet it provides well-
directed electron beams with energy and charge per steradian
larger than in the case of 100 times higher intensity when
shooting on conventional metal foil[13].

On the other hand, no DLA was observed for shots on
polymer foams with a relativistic PHELIX pulse at high
laser contrast and without a ns pulse. The measured electron
spectra were similar to those of shots on conventional foils.

Despite great success in foam applications demonstrated
in experiments at the PHELIX facility, the parameters of
the plasma generated by direct irradiation of low-density
polymer foams with ns pulses and their influence on the
effective temperature and charge of the DLA beam are not
yet sufficiently known.

In this work, the influence of foam pre-ionization by the
ns pulse on the generation of beams of super-ponderomotive
electrons by relativistic laser pulses is investigated. Two-
dimensional (2D) HD simulations of the interaction of a
nanosecond laser pulse with a layer of porous matter using
the code NUTCY-F[26–30,39] were performed to model the
propagation of a heating wave inside the foam target and its
transformation into fully homogenized plasma.

The plasma density profile obtained based on the HD
simulations was used in 3D PIC simulations to model the
properties of the accelerated electrons.

The paper is organized as follows: laser and target parame-
ters together with the experimental setup used are described
in Section 2; angle-dependent measurements of the electron
and proton spectra for two different ns pulses are presented in
Section 3; results of 2D HD simulations of ns pulse interac-
tion with structured foams are discussed in Section 4; 3D PIC
simulations considering the experimental geometry and the
simulated plasma density profile are shown in Section 5; the
discussion and summary are presented in Sections 6 and 7,
respectively.

2. Experimental setup

Experiments on the generation of well-collimated high-
current DLA electrons with energies far above the
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Figure 1. (a) Nanosecond and sub-picosecond PHELIX laser pulses (red) focused by means of 150 cm off-axis parabola on the foam target and diagnostic
setup for characterization of electron and proton beams. (b) Optically transparent highly uniform 3D network structure of polymer aerogel and a picture of
foam enclosed in a Cu disk.

ponderomotive potential were performed at the Petawatt
High Energy Laser for Ion eXperiments (PHELIX) facility
at the GSI Helmholtzzentrum in Darmstadt. The S-polarized
pulse of the Nd:glass laser with a fundamental wavelength
of 1.053 μm and a pulse duration of 750 ± 250 fs[40]

was sent to targets at an angle of 3◦ to the target normal.
The laser energy measured after the main amplifier was
80 ± 10 J. This value has to be corrected by the 20% losses
in the compressor. After focusing by a 150 cm long off-axis
parabolic mirror into an elliptical focal spot with full width
at half maximum (FWHM) of (12 ± 2) μm × (14 ± 2) μm,
the laser energy on the target EFWHM was approximately
equal to 15–20 J and the corresponding laser intensity was
(1–2.5) × 1019 W/cm2.

Polymer aerogels consisting of carbon, oxygen and
hydrogen (hereinafter referred to as CHO) of 2 mg/cm3

volume density and 450 ± 50 μm thickness were used as
targets[12,21,22]. In terms of areal density, a 400 μm thick
foam layer can be compared to a 0.5 μm thin polymer film
of 1.4 g/cm3 density. In the case of fully ionized foam with
the chemical composition from Ref. [21], this corresponds
to 0.65 × 1021 cm–3 electron density or 0.65ncr, where the
critical electron density is defined as ncr = ω2/(4πe2), where
m and e are the mass of the electron at rest and its charge,
and ω is the laser frequency. In the case of the PHELIX
laser, the critical electron density reaches ncr = 1021 cm–3.

A sub-mm-long NCD plasma was produced by sending
a well-controlled ns pulse forerunning the relativistic main
pulse onto a foam. The intensity of the ns laser pulse was
varied between 1013 and 3×1014 W/cm2, while the delay
between ns and sub-ps pulses was between 3 and 5 ns,
depending on the foam density and thickness. A 150 cm
parabolic mirror with an f /5 number was used to focus ns
and sub-ps pulses on the sub-mm-thick foam.

The experimental setup and a low-density polymer aerogel
are shown in Figures 1(a) and 1(b). CHO polymer layers are

optically transparent and characterized by a highly uniform
3D network structure consisting of sub-μm pores, approx-
imately 40 nm thin fibres with density between 0.1 and
1 g/cm3. The mean density fluctuations on the focal-spot size
area of 100 μm × 100 μm do not exceed 0.5%[23]. Due to
their open cell structure, air contained by pores can be evac-
uated. The foam was grown inside a copper disk (washer)
(Figure 1(b)) using a super-critical drying method[21]. Since
the foam layer is enclosed in a Cu-washer (Figure 1(b)), it
was not possible to measure the electron density profile at
the moment of relativistic momentum interaction.

After the action of the ns pulse, the incoming sub-ps
relativistic laser pulse generates a relativistic ion channel
where a certain number of electrons are ponderomotively
expelled from the laser beam with a Gaussian-like intensity
profile. Subsequently, in the region with reduced electron
density, the remaining electrons undergo transverse betatron
oscillations in the quasi-static fields and are accelerated in
the forward direction by the transversal and longitudinal
components of the laser field[2,13].

To confirm the DLA process, in which strongly directed
super-ponderomotive electrons are expected, measurements
were performed with two magnetic spectrometers (MSs)
with static fields of 0.22 T at 0◦ and +15◦ to the laser
axis and with three approximately 1 T MSs at ±10◦ and
170◦ (Figure 1(a)). BASF-MS and tritium type (TR) imaging
plates (IPs) were used as detectors to register electrons and
protons accordingly.

The energy dispersion was simulated for each MS using a
2D magnetic field distribution measured at the height of the
entrance slit. In the case of the 1 T MS, the field distribution
between two magnets is very flat with strong gradients near
the spectrometer walls. The experimental error in the energy
measurements does not exceed 2% and is mainly caused by
the 300 μm size of the entrance slit. This allows a reliable
measurement of electron spectra from 1.5 to 100 MeV.
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The magnetic field distribution in the 0.22 T MS was less
flat and the energy resolution above 10 MeV was 10 times
worse than in the case of the 1 T MS, also due to an entrance
hole with a diameter of 1 mm.

The 1 T MSs were equipped with extension sections for
measuring high-energy ions and protons up to 100 MeV. In
order to filter out carbon and oxygen ions from the signal
generated by ions and protons, two superimposed IP layers
were used, with the first serving as a filter. The calibration
curves for the BASF-MS IP in the case of electrons and the
TR-IP in the case of protons were taken from Ref. [41] and
used to evaluate the electron and proton energy distributions.

The angular distribution of the electron beam was mea-
sured by means of a stack of three stainless steel cylindrical
plates of 3 mm thickness each. The cylinder stack had
a curvature radius of 300 mm and was placed 300 mm
away from the target position (Figure 1(a)). The observation
angle was ±12◦ in the horizontal and vertical directions.
A horizontal, 4 mm wide slit centred at the height of the
laser pulse allowed the electrons to propagate to the MSs,
which were positioned 40 cm from the target behind the
cylinder stack. In order to map the position of the electron
beam in space, small holes with a 20 mm interval in the
vertical and horizontal directions were drilled into the front
plate. Large-area IPs were placed between the first and the
second, and the second and the third, cylindrical plates to
map the spatial distribution of electrons with E > 3.5 MeV
and E > 7.5 MeV, respectively.

3. Experimental results of electron and proton
acceleration from foams

As mentioned above, the ns pulse, which preceded the rel-
ativistic sub-ps pulse, was sent to the foam layer to convert
it into an NCD plasma. After 3–5 ns delay, the sub-ps rela-
tivistic pulse interacted with plasma and triggered the DLA.
Figure 2 shows a ns pulse used to ionize a foam layer (Fig-
ure 2(a)), the energy distribution of electrons (Figure 2(b))
and protons (Figure 2(c)) accelerated by the PHELIX sub-
ps pulse and an angular distribution of electrons with
E > 7.5 MeV detected using the cylinder stack (Figure 2(d)).

In this shot, a 450 ± 50 μm thick foam layer of 2 mg/cm3

density was pre-ionized by the ns pulse of 1013 W/cm2

intensity and 3 ns pulse duration. A delay between the ns
pulse and the sub-ps relativistic laser pulse, measured from
the rising edge of the ns pulse, was 3 ± 0.5 ns. The ns pulse
was focused on target by the same focusing parabola as the
sub-ps pulse.

The electron spectra were measured at 0◦, ±10◦, +15◦
and +170◦ to the laser axis. The electron energy distribution
was approximated by an exponential function with effective
temperatures from 10–11 MeV (±10◦, 15◦) up to 15 MeV
(0◦), which is 10 times higher than the ponderomotive
potential. In the angular distribution of electrons of more

than 7.5 MeV, we observed a shift of the DLA beam by
2.5◦ ± 0.5◦ from the laser axis (Figure 2(d)). The half-angle
at the FWHM of the IP image, caused by DLA electrons with
E > 7.5 MeV, is 13◦ ± 1.5◦.

Examining the proton spectra (Figure 2(c)), we observe
typical target normal sheath acceleration (TNSA) features
at ±10◦ characterized by an exponential decrease in proton
number with increasing energy and a cut-off at approxi-
mately 16 MeV. Even at +170◦ the proton spectrum has a
cut-off, but with four times lower energy than in the forward
direction.

In other shots, the parameters of the foam and ns pulse
were as follows: 3×1014 W/cm2 intensity, 1.5 ns pulse dura-
tion, 4.5 ± 0.5 ns delay between the ns and sub-ps pulses
and the 2 mg/cm3 CHO foam was 450 ± 50 μm thick.
The measured electron and proton spectra typical for these
conditions are shown in Figures 3(b) and 3(c), and the
electron angular distribution is shown in Figure 3(d).

The well-collimated electron beam propagates along the
laser at a half-angle of 7◦, half the size shown in Figure 2.
The MSs, which were arranged at ±10◦ to the laser axis,
show a partially non-Maxwellian electron energy distribu-
tion with a maximum energy of 60–70 MeV, which is
achieved at a detection level of 108 electrons/(MeV sr). The
strong dependence of the DLA on the angle to the laser axis
(see, e.g., Ref. [13]) suggests that these energies are far below
those in the centre of the DLA cone shown in Figure 3(d).

The proton spectra with the maximum measured energy of
2–4 MeV shown in Figure 3(c) are not typical for TNSA as
the cut-off energy is not present. In addition, we observed
damage to the radiochromic film (RCF) layers in the RCF
stack located 8 cm from the target position caused by the
laser emerging from the plasma (Figure 3(e)). This means
that the laser energy was not completely absorbed in the
plasma as in the case shown in Figure 2. All of this,
together with the low divergence of the electron beam, can
be explained by the strong 2D expansion of the front and rear
foam sides and the essential reduction of the plasma mass
density on the laser axis at higher intensity of the ns pulse
and longer ns delay (see also Figure 5(c) in the next section).

The different features of the proton and electron spectra
in Figures 2 and 3 show the importance of a detailed study
of the time-dependent properties of foam layers heated by
ns pulses, using a 2D HD code that takes into account the
specific foam structure and the high aspect ratio (ratio of
foam thickness to laser focal spot) of the interaction.

4. Two-dimensional hydrodynamic simulations of the
interaction of the nanosecond pulse with low-density
porous matter

The main physical phenomenon accompanying plasma
formation in low-density foams under the action of ns
laser pulses is the process of pore homogenization, which
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Figure 2. (a) Nanosecond pulse of 1013 W/cm2 intensity and 3 ns duration used to ionize a 450 ± 50 μm thick polymer foam layer of 2 mg/cm3 density.
(b) Energy distribution of electrons and (c) protons accelerated by the PHELIX sub-ps pulse. (d) Angular distribution of electrons with Ee > 7.5 MeV
detected using the cylinder stack. In this shot, the delay between the ns pulse and sub-ps relativistic laser pulse was 3 ± 0.5 ns. The positions of the magnetic
spectrometers are marked with red stars.

equalizes the mass density in the process of ion–ion
collisions of the plasma flows inside the pores[39].

In the partially homogenized plasma, the fraction of inter-
nal energy is contained in the energy of the turbulent motion
of plasma flows inside the pores. This is the reason why
during the period of homogenization the directed HD motion
and energy transfer by electron conductivity in such a plasma
are largely suppressed[26–30,39,42,43]. The duration of homoge-
nization depends on the parameters of the porous structure
and the power of the heating source, in our case laser
radiation.

In this work, 2D axially symmetric numerical calcula-
tions of a laser heating wave in a micro-sized porous CHO
substance were performed using the NUTCY-F program[44],
which accounts for the laser radiation absorption as well
as the 2D HD and thermal energy transfer in partially
homogenized plasma, according to the models, which is
presented in detail in Refs. [42,43].

The determining factor for the calculation of the inter-
action of laser radiation with a porous substance and the
properties of the resulting plasma in numerical codes is the
time-dependent degree of homogenization (density equal-
ization) of the latter. The degree of homogenization is
calculated as a result of ion–ion collisions in the plasma
flows of matter inside the pore[42]:

H (x,t) ≡ mh

m0
= 1−

[
1−2

∫ t

0

dt′

τ (x,t′)

]1/2

. (1)

In this expression, mh and m0 are, respectively, the mass
of the pore homogenized up to the moment t and the total
mass of the pore; τ is the time of complete homogenization
of the individual pore due to diffusion broadening of dense
elements of the medium (initially, the pore walls) in the
process of ion–ion collisions of plasma flows inside the
pores[39,42].
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Figure 3. (a) Nanosecond pulse of 3×1014 W/cm2 intensity and 1.5 ns duration used to ionize a 450 ± 50 μm thick polymer foam layer of 2 mg/cm3

density. (b) Energy distribution of electrons and (c) protons accelerated by the PHELIX sub-ps pulse. (d) Angular distribution of electrons with E > 7.5 MeV
detected using the cylinder stack; here the positions of the magnetic spectrometers are marked with red stars. (e) RCF stack, half covered with a Cu foil, hit
by the laser pulse and DLA electrons. In this shot, the delay between the ns pulse and the relativistic sub-ps laser pulse was 4.5 ± 0.5 ns.

The time of complete homogenization of the individual
pore can be expressed as follows:

τ = δ2
0

V2
i τii

≈ 2.4×10−11 Z4δ2
0ρ

A1/2T5/2 , (2)

where Vi is the ion velocity of colliding plasma flows, τ ii is
the time of ion–ion collisions, T is the temperature of the
heated pore’s walls in keV, ρ is the average density of the
porous substance in g/cm3, δ0 is the average pore size in μm
and Z is the mean ion charge.
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The absorption coefficient of laser radiation is calculated
in accordance with the degree of homogenization as the sum
of the inverse bremsstrahlung absorption coefficient for the
homogenized part of the plasma with a weight factor H and
the inverse value of geometric transparency length of the
non-homogenized part of the plasma with a weight factor
1 – H[42]. The geometric transparency length is calculated as
follows[39]:

L ≈ 5×10−4 ×
(

ρs

ρ

)1−α

δ0, (3)

where ρs is the density of the pore wall material; α is the
fractal parameter, which is equal to 0.8 for micro-size porous
substances having, as a rule, a mixed membrane–filament
structure.

The properties of partly homogenized laser-produced
plasma are described under the assumption that the non-
homogenized part of the plasma does not contribute to
pressure or electron thermal conductivity. The pressure Pph

and thermal diffusion coefficient χph are calculated from the
corresponding values of the fully homogenized plasma as
Pph= H·Ph and χph = H·χh

[43]. In the calculations of low-
density plasmas in the present work, the equation of state of
the homogenized part of the plasma is assumed to be as an
ideal gas. The parameters of the calculated porous substance
were chosen as follows: the average density – ρ = 2 mg/cm3;
the density of pore wall – ρs = 1 g/cm3; the average pore
size – δ0 = 1 μm. The average thickness of the pore wall
is calculated as b0 = 6.93×10–3 μm for fractal parameter
α = 0.8 in accordance with the following relation[39]:

b0 =
(

ρ

ρs

)α

·δ0. (4)

2D numerical simulations by the NUTSY-F code were
carried out for two cases of ns pulses used in the PHELIX
experiment. The intensity of the ns pulse and the delay
between the relativistic ns and sub-ps laser pulses determine
the speed of the ionization wave and the time of structure
homogenization and finally the difference in the density
profiles.

The first case (Figure 2(a)) is the pulse with intensity of
1.2 × 1013 W/cm2 and duration of 3 ns, while the second one
(Figure 3(a)) is the pulse with intensity of 3×1014 W/cm2 and
duration of 1.5 ns with the continuation of the calculation
after the end of the pulse until 4.5 ns, when the relativistic
pulse interacts with plasma. In both cases, the radius of the
laser beam was 6.7 μm and the thickness of the 2 mg/cm3

foam was 450 μm
The question of pre-heating of the target by thermal

plasma radiation in the energy range of soft X-ray photons
was investigated in one-dimensional (1D) modelling of
the interaction of nanosecond laser pulses with a layer of

continuous matter under PHELIX irradiation conditions
using the radiation HD code RADIAN[45]. This is an
important issue because the homogenization time strongly
depends on the temperature and the mean ion charge Z, as
follows from Equation (2). It was found that despite the
fact that the plasma self-radiation contains an insignificant
fraction of the absorbed laser energy of about 4%–5%, the
radiative energy transfer leads to a pre-heating of the target
up to 5–7 eV. The temperature of 7 eV and the corresponding
degree of ionization 1.8 of the porous substance were
selected as initial values.

Figures 4(a)–4(d) show results of numerical simulations
using the 2D NUTCY-F code made for a 2 mg/cm3 450 μm
thick CHO foam layer and ns pulse of 1.2×1013 W/cm2

intensity and 3 ns duration used in the experiment. In all
figures, the grey area corresponds to the initial position of the
450 μm thick foam layer. The 2D mass density distribution
is shown in Figures 4(a) and 4(c) for 1 and 3 ns after the
onset of the ns pulse.

During the propagation of the laser pulse, the plasma
is partially blown out of the interaction region, which is
shown by the blue–green region representing the under-
dense plasma. Here, the r-axis shows the foam density
distribution in the radial direction, and the z-axis shows the
foam density distribution along the axis of the laser pulse.
The red region denotes a wave propagating inside the foam
in the radial direction and having a mass density about twice
the initial one; the yellow region represents a region not
perturbed by the ns pulse, with an initial foam mass density
of 2 mg/cm3.

Figures 4(b) and 4(d) show profiles of the mass density
(black line), electron density (blue line) and temperature
(red line) along the z-axis (laser axis) established up to the
moment of the interaction with the relativistic pulse.

The profiles in Figures 4(b) and 4(d) consist of the
low-density region corresponding to the plasma expanded
towards the laser pulse, the shock region and the NCD part.
With time, the characteristic scale of the plasma up-ramp
towards the laser increases, while the thickness of the NCD
part decreases.

The propagation of a 2D energy transfer wave in a porous
substance is regulated by the contributions of the laser
absorption wave in the longitudinal direction (along the laser
beam) and the HD wave of energy transfer in the transverse
direction. In continuous matter of subcritical density, the
front of the laser heating wave is located at the depth of
the area where absorption of the laser energy due to the
inverse bremsstrahlung occurs[46]. In a porous substance, the
propagation of a longitudinal laser absorption wave can be
limited by the speed of the homogenization wave[27].

NUTCY-F simulations show that during exposure to the
laser pulse, a 2D hydrothermal energy transfer wave prop-
agates in a porous substance with an average speed of
9 × 106 cm/s in the longitudinal direction. The characteristic
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Figure 4. (a), (c) 2D map of the mass density (g/cm3) at 1 and 3 ns after the interaction of the laser pulse of 1013 W/cm2 with the structured foam, where z is
the cylindrical axis of symmetry and r is the radial axis, both given in μm. The initial foam size is 450 μm in the z-direction and 180 μm in the r-direction.
The initial foam density of 2 mg/cm3 is shown with a black arrow on the colour bar. (b), (d) Plasma density and temperature profiles at the time of the
relativistic pulse arrival: mass density (black line), electron density in cm–3 (blue line), and electron temperature in eV (red line), along the laser propagation
direction z. The grey shadow shows the initial position and density of the foam.

temperature near the wave front is about 0.5 keV and the
pore homogenization time is 24 ps. As a result, during 3 ns
of the laser pulse duration, only a part of the layer with a
thickness of about 350 μm is involved in the interaction.
In the transverse (radial) direction, the wave propagates a
distance of 120 μm in 3 ns, which is 18 times the radius of
the laser beam. This gives an estimate of the average radial
velocity of 4 × 106 cm/s. Due to the radial plasma expansion,
the areal density of the plasma along the laser axis decreases
with time and is 80% of the initial value at t = 1 ns, 50% at
t = 2 ns and 30% at t = 3 ns.

To establish the role of the 2D effect, 1D simulations
were performed using the HD code DIANA-F[43] for the
same conditions of the ns pulse that were used in the 2D
NUTSY-F version (Figure 2(a)). In addition, the DIANA-
F code uses the same algorithms of calculation of the
laser absorption coefficient, equation of state of matter and

coefficient of thermal conductivity in a partly homogenized
plasma as the NUTSY-F. The 1D modelling of the ns pulse
interaction with layers of porous matter of 2 mg/cm3 density
showed a weak dependence of the results on the initial
density of solid elements in the range of 0.1–1 g/cm3 and
the type of structure (open or closed pores).

The 1D heat wave passes the 450 μm thickness of the
layer during the time of approximately 1 ns with a velocity
of 4.4 × 107 cm/s, five times faster than in the 2D case.
The characteristic temperature near the wave front is about
1 keV and the time of pore homogenization is 2 ps. The lower
2D wave speed arises from the redistribution of energy due
to the transverse movement of the matter, which leads to a
lower temperature (0.4 keV instead of 1 keV in the 1D case).
The decrease in temperature leads to a significant increase
in the homogenization time due to its T–5/2 dependence on
temperature. Furthermore, the decrease in wave speed is
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Figure 5. (a) Two-dimensional mass density profile at 0.5, 3 and 4.5 ns during and after interaction of the 3 × 1014 W/cm2 ns pulse of 1.5 ns duration with
the structured foam. Here, z is a cylindrical symmetry axis and the direction of laser pulse propagation, while the r-axis corresponds to the radius of the foam
disc considered in the simulations (x, r in μm). (b)–(d) Plasma density and temperature profiles along the z-axis at 0.5, 3 and 4.5 ns: mass density in g/cm3

(black solid line), electron density in cm–3 (blue solid line) and electron temperature in eV (red solid line).

much greater due to the 12 times longer homogenization time
than due to the redistribution of energy for the transverse
motion.

Figure 5 shows the results of NUTCY-F simulations per-
formed for the ns pulse of 3 × 1014 W/cm2 intensity and
1.5 ns duration (Figure 3(a)). A 2D distribution of the plasma
mass density at 0.5 ns after foam irradiation is shown in
Figure 5(a), while Figures 5(b)–5(d) show the distributions
of mass density, electron density and temperature along z-
axis at 0.5, 3 and 4.5 ns after the start of the ns pulse. As
soon as the shock wave reaches the back of the foam (≥1
ns), plasma starts to expand in both directions and the overall
plasma density decreases rapidly. At 3 ns it reaches a peak
value at 0.09ncr (Figure 5(c)) and at 4.5 ns at 0.06ncr with
0.03ncr at FWHM of the plasma profile (Figure 5(d)). The
expansion of the rear part of the foam is indirectly confirmed
by the measurement of the low-energy proton spectrum

without cut-off (Figure 3(c)), which would be expected in
the case of a sharp density gradient (TNSA).

Due to strong 2D expansion, at the moment of the sub-
ps pulse arrival after 4.5 ns, the areal density of the plasma
target at the laser axis drops 40 times compared to the
initial one, so that the energy of the relativistic pulse is
not completely absorbed in the plasma. In the experiment,
this is confirmed by damage to the RCF stack located at a
distance of 8 cm from the target (Figures 3(b) and 3(e)) by
the relativistic laser pulse.

If a laser pulse with a higher intensity of 3 × 1014 W/cm2

and a duration of 1.5 ns irradiates the foam with the same
density of 2 mg/cm3 and a thickness of 450 μm, the energy
transfer wave velocity is significantly higher than in the
case discussed in Figure 4. This is due to an increase in
temperature and associated shortening of the duration of
homogenization. The velocity of the hydrothermal wave in
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the 2D NUTCY-F simulation of the porous substance is
8 × 107 cm/s with a homogenization time of a single pore of
about 5 ps.

Such a wave propagates through a 450 μm thick layer
of porous matter in a time of about 0.55 ns. After this, re-
refraction waves propagate inside the layer of homogenized
substance towards each other, both from the irradiation
surface of the layer and from its rear surface. By the time of
4–5 ns, this leads to a quasi-symmetric density distribution
along the direction of incidence of the laser beam, since
the delay in the onset of propagation of the unloading wave
from the rear surface at this moment is only 10%. In the
transverse direction, the wave propagates in 1 ns up to a
distance of approximately 80 μm, which is more than an
order of magnitude larger than the radius of the laser beam.

Please note the presence of super-critical peaks in the
electron density, which can be seen in Figures 4 and 5.
These peaks are related to the effect of the shock wave
behind the front of the laser absorption wave in a subcritical
plasma. Over time, the shock wave front catches up with
the front of the laser absorption wave. This effect in the
subcritical plasma of a continuous and porous substance was
investigated in Ref. [47].

The 1D DIANA-F simulation leads to a wave velocity of
4 × 108 cm/s with a homogenization time of 0.4 ps for
a single pore, which is a factor of five higher than in the
2D NUTCY-F case. In the case of the 1D approach for a
continuous medium, the velocity of the hydrothermal wave
would be overestimated by a factor of 10 compared to the 2D
result for porous medium.

The role of laser absorption and homogenization waves in
the energy transfer is discussed in Ref. [44] as a function
of the foam and laser parameters. There it is also shown
that the 2D effect becomes greater with increasing density ρ

and geometrical aspect ratio (foam thickness-to-laser beam
radius ratio) and with decreasing laser intensity I. In addi-
tion, in the case of the laser absorption wave, the 2D effect
increases with increasing laser wavelength and wave passage
time. In the case of the homogenization wave, the 2D effect
increases with increasing pore size.

Further, the role of a ps pre-pulse of the PHELIX pulse
in the additional plasma heating and homogenization was
investigated for the case of a ns pulse with an intensity of
1.2 × 1013 W/cm2, when the foam of about 100 μm remains
undisturbed by the ns pulse. The plasma formed at the end of
such a nanosecond pulse (Figures 4(c) and 4(d)) was affected
by a PHELIX picosecond pre-pulse with an intensity that
increases from the high contrast level of the ns-ASE at 108–
109 up to 5×1013 W/cm2 during the first 70 ps and to 5 ×
1015 W/cm2 in the next 20–25 ps. Part of the foam layer with
a thickness of 100 μm and an initial density of 2 mg/cm3

is pre-heated by self-irradiation of the plasma up to at least
10 eV and is not fully ionized and homogenized. During
the short interaction time, the density distribution remains

practically unchanged and 2D effects play an insignificant
role.

In the homogenized under-dense part of the plasma target
generated by the ns pulse, the velocity of the energy transfer
wave is determined by the laser absorption wave velocity of
about 4 × 108 cm/s in the pre-pulse phase with an intensity
of 5 × 1013 W/cm2 and 8 × 109 cm/s in the pre-pulse phase
with an intensity of 5 × 1015 W/cm2. The energy transfer
wave caused by the ps pre-pulse therefore needs about 70 ps
to cross 350 μm of the homogenized part of the layer.

Due to the increase of the plasma temperature at the front
of the heating wave up to 1 keV in the second pre-pulse phase
with an intensity of 5 × 1015 W/cm2 and the corresponding
reduction of the homogenization time to 4 ps according to
Equation (2), the homogenization wave penetrates into the
non-homogenized part of the layer with an average speed of
8.7 × 108 cm/s and passes through 100 μm in about 12 ps.
In this way, the rest of the foam is transformed into a homo-
geneous NCD plasma with an electron density of 0.65ncr.

This shows the important role of the ps pre-pulse, which
should be sufficiently intense and long for the homogeniza-
tion of the NCD part, as otherwise DLA only takes place in
the density up-ramp.

5. Three-dimensional particle-in-cell simulations of
direct laser acceleration of electrons in plasma

The simulations of the DLA process in NCD plasma were
carried out by means of the Virtual Laser Plasma Laboratory
(VLPL) 3D PIC code[48] for the PHELIX laser parameters
described in Section 2. To simulate the measured energy
spectra and angular distribution of the accelerated electrons
shown in Figure 2, the following data were used: the FWHM
duration of the Gaussian laser pulse is 0.7 ps, the elliptical
focal spot has FWHM diameters of 16.2 and 14.7 μm and
laser energy EFWHM = 17.4 J. This results in a laser intensity
of 1.72 × 1019 W/cm2 with a corresponding dimensionless
laser pulse field amplitude a0 = 3.55, where a0 = eEy/(mcω),
Ey is the electric field amplitude of the laser pulse, ω is its
frequency and m and e are the mass of electron at rest and its
charge (scaled as a0

2 = 0.73 × IL,18 × λ2 with the laser inten-
sity IL,18 normalized to 1018 W/cm2 and the laser wavelength
λ = 1 μm).

The plasma was represented by electrons and fully ionized
ions of carbon, hydrogen and oxygen, which corresponds
to the chemical composition of the polymer foam; see, for
example, Refs. [12,21]. The size of the simulation box was
500 μm × 80 μm × 80 μm with boundary conditions
absorbing particles and fields in each direction. The size
of the numerical cells was 0.1 μm in the x direction (laser
propagation) and 0.5 μm in the y and z directions, where y is
the polarization direction, and contained four electrons and
one ion in each cell.
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Figure 6. (a) Electron density profile 3.1 ns after action of the ns pulse and ps pre-pulse. (b) Electron density distribution in the OXY (laser polarization)
plane at ct = 240 μm and ct = 440 μm. Normalized laser field Ey on the OX axis and in the OXY plane, as well as the snapshots of the electron distribution
in the phase plane (x, px) at (c) ct = 240 μm and (d) ct = 440 μm. (e) Energy distribution of electrons inside the simulation box at ct = 40, 140, 240 and
440 μm.

In the PIC simulations, the initial electron density distri-
bution along the laser pulse axis (Figure 6(a)) corresponds to
the mass density profile (black curve in Figure 4(d)) in case
of fully ionized CHO plasma with Z = 4.2. The density pro-
file of the expanded plasma with the electron density ne/ncr =
0.01 at x/λ = 0 was approximated by a sum of two exponents
with a characteristic plasma scale length of 100 μm for the
low-density part and with a plasma scale length of 10 μm for
the sharp density increase near the shock.

The NCD part of the plasma of approximately 100 μm
length corresponds to a foam region with an initial mass
density of 2 mg/cm3 (1.54 × 1020 atoms/cm3) and a corre-
sponding electron density of 0.65ncr, which is unperturbed
by the ns pulse.

Figure 6(b) shows the electron density distribution in the
relativistic plasma channel in the OXY laser polarization
plane at ct = 240 μm and ct = 440 μm (time t = 0
corresponds to the maximum laser pulse intensity on the
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Figure 7. (a) Simulated electron energy distribution per MeV per sr at ±10◦ to the laser axis (θ = 10◦,ϕ = 90◦ and 270◦). (b) Angular distribution of

the electrons with E > 7.5 MeV in spherical coordinates with a polar axis OX along the laser propagation direction: θ = arctan
(√

p2
y +p2

z /px

)
, ϕ =

arctan
(
pz/py

)
.

target front side, x/λ = 0). Figures 6(c) and 6(d) present
the normalized laser field Ey on the OX axis and in the OXY
plane, as well as snapshots of the electron distribution in the
phase plane (x, px) at ct = 240 μm and ct = 440 μm. The
energy distributions of electrons inside the simulation box at
ct = 40, 140m, 240 and 440 μm are shown in Figure 6(e).

If the laser power exceeds the critical value Pcr ≈
17

(
ω/ωp

)2 (in GW)[49], where ω and ωp are the laser and
plasma frequency, respectively, and the laser pulse undergoes
relativistic self-focusing and can channel in the plasma. As
the power of the PHELIX laser pulse of 100–200 TW is
much higher than the critical power for laser self-focusing,
the pulse begins to yield filament when it enters the plasma
with electron density of greater than or equal to 10–3ncr.
After passing through the unstable filamentation stage, in
which each laser filament carries a strong electron current,
they merge into a single channel[2,50]. This happens since the
co-directed currents in the laser filaments can attract each
other magnetically, forming a super-channel (magnetic self-
focusing[2]). Figures 6(b)–6(d) show a single channel formed
in the plasma for ct = 240 and 440 μm. The observation
of a super-channel of approximately 5 μm in diameter by
propagation of a 10 TW VULCAN laser pulse in performed
plasma with density of more than 2×1019 cm–3 was reported
in Ref. [51]. The same channel size was obtained in 3D PIC
simulations performed for the PHELIX parameters and an
NCD plasma slab[13,33].

During its interaction with plasma prepared by the ns
pulse, the PHELIX pulse propagates first through the under-
dense part with exponentially increasing electron density
and reaches a steep part of the density gradient with a
characteristic plasma scale length of 10 μm in front of
the shock followed by the NCD part. The head of the
200 μm long pulse passes through the over-dense shock-

front and enters the NCD part (ne/ncr = 0.65) at ct = 240 μm
(Figure 6(c)). At this time, the distribution of the normalized
laser field along the laser pulse axis is rather pulsating in
space, reaching at some points a0 � 15 and on average
approximately equal to 10, three times higher than those
in vacuum (Figure 6(c)). At a later time corresponding to
ct = 440 μm, where the substantial part of the laser pulse
propagates in NCD plasma with an initial mass density of
2 mg/cm3, the laser field distribution stabilizes at average
a � 7. Simulations show that the DLA is most intense
between ct = 240 and 440 μm, where electrons gain a
momentum of px � 50mec–250mec.

This trend can be seen even more clearly in Figure 6(e),
which shows the dynamics of the DLA process within
the simulation box. The electron energy increases contin-
uously from ct = 40 μm (under-critical plasma) to ct =
440 μm (NCD). At ct = 240 μm, the maximum energy
reaches 90 MeV and increases further to 140 MeV up to
ct = 440 μm, where most of the electrons are accelerated in
front of the shock in the very steep density up-ramp and in
the NCD part.

In the PIC simulations, the electrons leaving the plasma
were recorded at an angle θ = 10◦ to the laser axis in
a plane perpendicular to the laser polarization, ϕ = 90◦
and 270◦, as in the experiment. Figure 7(a) shows the
electron energy spectra leaving the plasma in these direc-
tions. The electron energy distribution was approximated
by a Maxwellian function with an effective temperature of
11 MeV for electron energies of more than 6 MeV, which is
in good agreement with the measurements (see Figure 2(b)).
The angular distribution of the electrons with E > 7.5 MeV
is shown in Figure 7(b) in spherical coordinates with a
polar axis OX along the laser propagation direction: θ =
arctan

(√
p2

y +p2
z /px

)
, ϕ = arctan

(
pz/py

)
.
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Here, the positions of the MSs are denoted with red stars,
while the red dashed circle shows the measured angular
size and position of the DLA beam from Figure 2(d). In
simulations, due to the hosing instability at the end of the
beam propagation in the plasma channel, the electron beam
deviates from the laser axis by 10◦, while in the experiment it
deviates by only 2.5◦. Experimental statistics obtained over
more than 300 shots in many experimental campaigns at
the PHELIX facility show that the hosing does not exceed
6◦ in any of the measurements. This is an important aspect
for applications such as generation of MeV bremsstrahlung
when the foam is stacked with a high-Z converter[13,37,38].

The reason for the discrepancy between the electron beam
angular distribution obtained in the experiment and that
in the simulations may be the temperature of the back-
ground electrons, which was set to zero in these simulations.
Simulations made for slightly different PHELIX parameters
(a0 = 4.0, focal-spot size 25 μm) show that filamentation
and hosing processes occurring at later times are numer-
ically stabilized by considering a temperature of 100 eV
for the background electrons. This also leads to the longer
interaction path of the laser in plasma.

The big advantage of the 3D PIC code compared to the
2D version is that it enables a fairly reliable prediction of the
DLA beam charge. Experimentally, the electron beam charge
can be estimated from the spectral distribution of electrons
d2N/(dE·dΩ) measured at different angles to the laser axis,
which is integrated over electron energies above the specified
one. It is assumed that the electron beam has a Gaussian
profile in the horizontal and vertical directions centred at the
maximum of the IP-image profile (Figures 2(d) and 3(e)).

The result of this procedure for the laser shot presented
in Figure 2 is shown in Figure 8 by a green line describing
the angle-dependent electron fluence with five dots at the
corresponding positions of the MSs. The maximum of the
Gaussian profile is shifted by 2.5◦ from the laser axis, as it
was measured in the experiment. The estimated beam charge
of electrons with E > 7.5 MeV propagating within the half-
angle of 13◦ at FWHM reaches 32 ± 4 nC. The blue line
shows a simulated angle-dependent electron fluence dN/dΩ

with 63 nC directed electrons with E > 7.5 MeV at FWHM.
The difference in the electron charge is caused by the broader
beam-shape obtained in simulations. In the case of the high-
intensity ns pulse (Figure 3), the charge of the directional
part of the DLA beam (E > 7.5 MeV) obtained from the
experimental data is 16 ± 2 nC, which is two times lower
than in the previous case.

Figure 9 summarizes the results of 3D PIC simulations and
shows the energy spectra of all electrons with px > 0 leaving
the plasma for different cases of the plasma density profile.

The charge and effective temperatures (Teff) of the DLA
beams are summarized in Table 1. A relatively small dif-
ference can be observed between the spectra of electrons
that are accelerated in the step-like profile with 0.65ncr

Figure 8. Measured (green line) and simulated (blue line) angle-dependent
fluence dN/d of electrons with energy of more than 7.5 MeV. Green dots
denote corresponding positions of MSs in the experiment. The blue curve
shows a simulated angle-dependent electron fluence for E > 7.5 MeV.

Figure 9. Electron energy spectra simulated for different density profiles:
step-like electron density profile with 0.65ncr, a0 = 4.28 (red); plasma
profiles from Figure 4(b), a0 = 3.15 (green), Figure 4(d), a0 = 3.55 (black)
and Figure 5(d), a0 = 3.55 (blue).

(red curve) and the profiles in Figure 4(b) (green curve)
and in Figure 4(d) (black curve), which contains a density
up-ramp and NCD part. Here, the minor difference occurs
at electron energies of more than 40 MeV, where more
energetic electrons are generated at the longer plasma up-
ramp in case of the profile in Figure 4(d). For correct
comparison of the electron spectrum simulated for the step-
like profile and a0 = 4.28 (red) taken from Ref. [13] with
those obtained, for example, a0 = 3.15 (green), its effective
temperature should be reduced by a factor of 1.35 according
to the scaling from Refs. [2,50]. This correction results in
Teff � 7.8 MeV. Therefore, the electron spectrum from the
step-like NCD profile has the lowest effective temperature
and the spectrum with the longest up-ramp and the NCD part
has the highest one (11 MeV).

Table 1 shows the number of electrons with energies
exceeding 7, 40 and 100 MeV for the different plasma density
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Table 1. Number of DLA electrons and their effective temperature for different plasma density profiles.

Plasma density profile/ Number/Charge of Number of electrons Number of electrons Teff
Spectrum of electrons electrons E > 7 MeV E > 40 MeV E > 100 MeV E > 20 MeV

Step-like a0 = 4.28[13]/ Red curve, Figure 9 1.1×1012 / 176 nC 3.6×1010 - 10.6 MeV
Figure 4(b)/ Green curve, Figure 9 1.6×1012 / 256 nC 3.6×1010 - 8.4 MeV
Figure 4(d)/ Black curve, Figure 9 1.4×1012 / 224 nC 3.9×1010 1.2×108 11 MeV
Figure 5(d)/ Blue curve, Figure 9 0.7×1012 / 112 nC 5.2×1010 2.0×109 16.5 MeV

profiles discussed in this work (Figure 9) and the effective
electron temperature Teff. Electron beam charges in different
energy ranges are determined by electrons escaping the
simulation box in the direction of laser pulse propagation.
The effective electron temperatures are the results of fitting
the spectra obtained in PIC modelling, using the Maxwell
distribution for electron energies above 20 MeV.

The total number of electrons with energies above 7 MeV
in the black, red and green spectra is very similar and yields
(1.1–1.6) ×1012 particles. Here, most of the electrons are
accelerated in front of the shock in the very steep density
up-ramp and in the NCD part (Figure 6(e)).

The blue spectrum in Figure 9 corresponds to the 1 mm
long bell-like density profile (Figure 5(d)), with 0.06ncr peak
density. It shows the higher effective electron temperatures
of 16.5 MeV compared to two times shorter density profiles
with the NCD part. According to the 3D PIC simulations,
the normalized amplitude of the laser field in the case of
expanded under-dense plasma reaches a0 = 10 at ne = 0.03ncr

and maintains this high value over a long distance. The
profile of the ion channel is very straight and does not show
a hosing effect. On the descending part of the density profile,
the laser field amplitude drops slowly to a0 = 5–6 as the laser
pulse approaches the right-hand edge of the simulation box
and still carries the rest of the energy. The long acceleration
path of the electrons in the presence of a high amplitude of
the laser field allows for gaining more energy.

Compared to other profiles, the blue spectrum has the
largest number of electrons with energies of more than
40 MeV, but two times less with energies of more than
7 MeV.

6. Discussion

One can optimize the intensity, duration and delay between
ns and ps pulses for given laser and foam parameters and
desired applications of DLA electrons. Figure 10 shows
electron spectra measured along the laser axis in shots on
Al-foil and different types of polymer foams. The grey
spectrum belongs to the picosecond PHELIX shot with
high ns contrast of approximately 10–11 at an intensity of
1019 W/cm2 on Al foil, while in the case of the light blue
spectrum the foil was pre-ionized with a 3 ns pulse of
1014 W/cm2 intensity. We clearly see an increase of the
effective electron temperature, the electron beam charge in

Figure 10. Electron spectra measured at 0◦ to the laser axis. The grey
spectrum belongs to the PHELIX shot with high ns-ASE of approximately
1011 at intensity of 1019 W/cm2 on Al foil, while in the case of the light
blue spectrum the foil was pre-ionized with a ns pulse. The other colours
represent electron spectra measured after irradiation of foams with densities
of 2 and 8 mg/cm3 and thickness between 250 and 1000 μm. All shots were
performed with ns pulses in the range of 1013–3 × 1014 W/cm2 and delay of
3–5 ns between ns and sub-ps pulses.

the direction of the laser axis and the maximum measured
energy due to the generation of a pre-plasma.

The other colours show electron spectra measured after
irradiation of foams with densities of 2 and 8 mg/cm3 and
thickness between 250 μm and 1000 μm. For all shots
performed, ns pulse intensities were between 1013 and 3 ×
1014 W/cm2 and the delay was between 3 and 5 ns, which
were adjusted to the specific foam parameters.

The energy distribution of the electrons generated in the
pre-ionized foams shows very similar overall behaviour in
terms of the effective temperature, the maximum detected
electron energy and the charge of the DLA beam, con-
firming once again the stability and robustness of DLA of
electrons in pre-ionized foams, which can be used to drive
other particle and radiation sources when shot-to-shot stable
parameters are required.

The bell-shaped density profile with peak electron den-
sities between 0.1ncr and 0.06ncr shown in Figure 5 can
be used to realize a strategy proposed in Ref. [52] for
accelerating electrons up to multi-GeV energies with multi-
PW laser pulses. It is proposed to start the acceleration
at low density to ensure high maximum energy and later
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increase the density to achieve a higher local acceleration
rate. By adjusting the density profile, the highest energy
can be achieved at the shortest possible distances. Using
this strategy, it was numerically proven that energies of
over 5 GeV can be reached in such a plasma with a 5 PW
laser pulse of 200 fs duration after 1 mm propagation in
plasma[52]. Low-density foams offer a good opportunity to
create such plasma profiles by adjusting the foam and ns
pulse parameters.

In Refs. [53,54], scalings for the temperature and cut-
off energy of super-ponderomotive electrons in the laser
interaction with a solid target and under-dense plasma are
developed based on dozens of PIC simulation results and
experimental data. These scalings provide reasonable values
for the parameters of the DLA electrons.

Finally, we would like to point out the conditions for the
laser focal-spot size and the f /# number of the focusing
parabola used in the PHELIX experiments for successful
electron acceleration from sub-mm-long foams. The rela-
tively large f /5 number and a focal spot of approximately
equal to 15 μm provide a Rayleigh length (RL) of over
100 μm, which ensures a larger plane laser wave front and
softer requirements for the laser focusing. Moreover, the
PHELIX focal spot (�15 μm) is close to the value required
for stable channelling propagation of the laser pulse in
plasma[55–57]. A larger focal spot can hinder the formation of
a single super-channel if the distances between the filaments
are larger than the plasma skin depth[2]. This can lead to
stochastic acceleration across the filaments, resulting in a
lower effective electron temperature but a larger beam charge
than in DLA[57]. In the opposite case, the sharp focusing
can lead to strong distortion of the laser wave front in the
pre-plasma, which will prevent stable laser propagation. The
optimal size of the laser focal spot for effective DLA with
multi-PW laser pulses in under-dense plasmas is discussed
in Refs. [54,58].

7. Summary

Long-scale low-density polymer foams pre-ionized by a
well-controlled ns pulse are perfectly suited as a plasma
target to drive the DLA of electrons and generate ultra-bright
secondary sources of particles and radiation with high-
energy, high-power sub-ps relativistic laser pulses. Exper-
iments with foams do not demand high laser contrast or
high laser pointing stability. Thin foils for proton acceler-
ation or a thick high-Z converter for production of ultra-
bright MeV bremsstrahlung, isotopes and neutrons can be
attached directly to a disc containing a foam before the laser
shot. These advantages were demonstrated at the 200 TW
PHELIX laser[12,13,34–38].

Due to the sub-μm structure of the polymer foam, its pre-
heating by the ns pulse is important in order to convert the
porous matter into a homogeneous plasma for interaction

with the relativistic ps pulse. In this work, we show various
features of the measured electron and proton spectra caused
by the different plasma profiles after exposure of the foam to
the ns pulse, and discuss the results of HD simulations that
take into account the porous structure of the foam and the
2D nature of the laser–foam interaction, as well as the full
3D PIC simulations that provide a better understanding of
the underlying physics.

The importance of considering the foam structure and the
2D nature of the interaction with the NUTCY-F code was
shown, resulting in a heating wave velocity in a foam of
2 mg/cm3 volume density that is up to 5–10 times slower
than in the case of a homogeneous substance of the same
volume density and/or a 1D approach. The HD simulations
performed resulted in two different types of plasma density
profiles, both useful for applications: one with a density
increase followed by the NCD part and the other with the
bell-shaped profile of subcritical density due to the expan-
sion of the foam in the forward and backward directions.

3D PIC simulations have shown that a smoothed density
increase is favourable for DLA and leads to a higher effective
temperature of accelerated electrons than in the case of a
constant density plasma slab. Nevertheless, we found no
significant difference between the profiles containing the
NCD part in terms of total electron charge and effective
temperature. These results can explain the high stability
of the parameters of the DLA beam (see, e.g., Ref. [13])
and other secondary sources observed in experiments at the
PHELIX facility.

The under-dense plasma target with a bell-like shape is
very promising for experiments on DLA of electrons beyond
GeV energies with multi-PW-class lasers.
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