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Abstract

We study a skew Ornstein–Uhlenbeck process with zero being a sticky reflecting bound-
ary, which is defined as the weak solution to a stochastic differential equation (SDE)
system involving local time. The main results obtained include: (i) the existence and
uniqueness of solutions to the SDE system, (ii) the scale function and speed measure,
and (iii) the distributional properties regarding the transition density and the first hitting
times. On the application side, we apply the process to interest rate modeling and obtain
the explicit pricing formula for zero-coupon bonds. Numerical examples illustrate the
impacts on bond yields of skewness and stickiness parameters.
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1. Introduction

Since the seminal works of [18] and [41], the skew Brownian motion and its diffusion
extensions have long been the focus of much academic attention. Serving as a paradigm for
developing the related theory, [17] showed that the skew Brownian motion is the unique solu-
tion to a stochastic differential equation (SDE) involving a local time term. Lots of techniques
have been advanced for the in-depth study of skew Brownian motions; see, among others, [2, 3,
8, 11, 15]. There are also a number of papers devoted to the investigation of more general skew
diffusions. For example, [5] introduced the skew Bessel process by determining the jumps of
the local time in a certain way. By means of moving domains, [39] constructed solutions of the
squared Bessel and Cox–Ingersoll–Ross (CIR) processes skewed on a time-dependent curve,
and the corresponding pathwise uniqueness results were offered in [40]. The distributions of
the skew Ornstein–Uhlenbeck (OU) process were probed in [42], and a series of explicit for-
mulae obtained. However, compared to the abundant literature dealing with skew diffusions
whose state space is the whole real line, there seem to be few results on skew processes with
sticky reflecting boundaries.

The concept of the sticky reflecting boundary goes back to [16]. Different from other bound-
ary behaviors, the set of times spent at such a boundary is nowhere dense and forms a Cantor
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Skew OU process with sticky reflection 1173

set with positive Lebesgue measure. We refer the reader to [1, 13, 30, 32, 38] for more about
the probabilistic properties of sticky reflecting diffusions (even with jumps). This kind of pro-
cess has found a variety of applications, among which we mention its close connection with
interest rate modeling in financial markets. As evidenced by [24], use of the sticky reflect-
ing boundary is consistent with empirical observations on treasury-bill yields when near zero.
In view of that finding, [27] checked the empirical performance of a two-dimensional sticky
interest rate model, and [28] made a theoretical study of the Vasicek interest rate dynamics
with a sticky zero lower bound. Using novel computational methods based on continuous-time
Markov chain approximations, [25, 26] obtained bond prices under single- and multi-factor
sticky interest rate models, respectively. On the other hand, [12] claimed that skew processes
are suitable to characterize interest rates, where the skew parameters are related to uncertain
monetary policies. The skew phenomenon was recently uncovered in [4] from interest rate
data in the framework of skew OU diffusions. These in turn motivate us to utilize the skewed
version of a sticky reflecting process for describing the interest rate.

In the coming sections, we seek to explore some basic facts about the skew OU process
with sticky reflection and apply it as an interest rate model to bond pricing. Since the SDE
system satisfied by this process has not been investigated before, we begin by establishing the
existence and uniqueness of weak solutions in Section 2. We follow the ideas of [28, 30] for
sticky reflecting OU and Bessel diffusions, while noting that some key points of their analysis
cannot be extended to our case directly due to the existence of ‘skewness’. The trick to address
this issue is to transform the skew processes in question into more tractable diffusions with
discontinuous coefficients. Section 3 provides the infinitesimal generator, the scale function,
and the speed measure, where the latter two can be derived by relating them to those of an
auxiliary process with an instantaneous reflecting boundary and discontinuous coefficients.
As a by-product, the explicit expression for the stationary distribution is obtained. Important
distributional properties, including the Green function and the first-hitting-time problems, are
studied in Section 4. In particular, inspired by [6, 29], we consider the first hitting time at a
random jump boundary. The martingale approach is adopted to compute the expectation of the
local time term, which plays a vital role in arriving at the final conclusion. In Section 5, we
compute the price of a zero-coupon bond by using the spectral expansion approach that was
proposed by [23] to solve derivative-pricing problems. Our interest rate model contains the one
used by [28] as a special case and thus shows more flexibility. Numerical illustrations show
that increase in the value of the skewness or stickiness parameter exerts a positive influence on
the bond yield and the slope of the yield curve.

2. Existence and uniqueness of solutions

Let us take as given a filtered probability space (�,F , {Ft, t ≥ 0}, P) which carries a stan-
dard Brownian motion {Bt, t ≥ 0} with the filtration {Ft, t ≥ 0} satisfying the usual conditions.
For any continuous semimartingale {It, t ≥ 0} defined on this space, denote by {̂LI

t (x), t ≥ 0}
(resp. {LI

t (x), t ≥ 0}) the symmetric (resp. right) semimartingale local time of I at the level x
in the sense of [31, p. 212]. We consider on [0,∞) a diffusion process governed by the SDE
system

(2.1)
⎧⎨⎩dXt = κ(θ − Xt)1{Xt>0} dt + σ1{Xt>0} dBt + (2p − 1) d̂LX

t (a) + 1
2 dLX

t (0),

1{Xt=0} dt = 1
2β dLX

t (0), (2.2)

https://doi.org/10.1017/jpr.2023.110 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2023.110


1174 S. SONG AND G. XU

with the constants θ ∈R, κ > 0, σ > 0, a> 0, β > 0, and 0< p< 1. Above 0 the process X
behaves like a skew OU process [42, 43] with the interesting feature that when hitting a
it reflects upwards with probability p and downwards with probability 1 − p, while after X
touches the boundary 0 for the first time, it will spend positive amount of time at 0 but not be
absorbed by 0 (see [44] for more details on this point), hence the name ‘sticky reflection’. The
parameter β dictates the intensity of stickiness; we may consider two extreme cases with β → 0
corresponding to the absorbing boundary and β → ∞ corresponding to the instantaneously
reflecting boundary.

Before examining the probabilistic properties associated with X, we first present an exis-
tence and uniqueness result in the following theorem. See [20] for the standard definitions of
weak solutions and uniqueness in law.

Theorem 2.1. The SDE system of (2.1) and (2.2) has a unique weak solution (X, B) for every
arbitrary initial value x0 ≥ 0. Also, the process X is strong Markov.

Proof. First, we show the existence of a weak solution to the system. Let us first consider
on [0,∞) the skew OU process with zero as an instantaneously reflecting boundary:

dYt = κ(θ − Yt) dt + σ dWt + (2p − 1) d̂LY
t (a) + 1

2
dLY

t (0), (2.3)

with {Wt, t ≥ 0} being a standard Brownian motion. Introduce the function

G(x) =
{

p(x − a) + a, 0 ≤ x ≤ a,

(1 − p)(x − a) + a, x> a,
(2.4)

whose inverse function N(·) and symmetric derivative g(·) are given by

N(x) =
{ 1

p (x − a) + a, (1 − p)a ≤ x ≤ a,

1
1−p (x − a) + a, x> a,

g(x) =

⎧⎪⎪⎨⎪⎪⎩
p, 0 ≤ x< a,
1
2 , x = a,

1 − p, x> a,

Defining a new process {Zt � G(Yt), t ≥ 0} and putting

μ̃(x) =
{
κ[pθ + (1 − p)a − x], (1 − p)a ≤ x ≤ a,

κ[(1 − p)θ + pa − x], x> a,

σ̃ (x) =
{

pσ, (1 − p)a ≤ x ≤ a,

(1 − p)σ, x> a,
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we have, by the generalized Itô formula [14, p. 150],

dZt = κ(θ − Yt)g(Yt) dt + σg(Yt) dWt + p

2
dLY

t (0)

= κ(θ − N(Zt))g(N(Zt)) dt + σg(N(Zt)) dWt + 1

2
dLZ

t ((1 − p)a)

= μ̃(Zt) dt + σ̃ (Zt) dWt + 1

2
dLZ

t ((1 − p)a),

where for the second equality we used the relation pLY
t (0) = LZ

t ((1 − p)a) due to [5, Lemma
A.5], and the last equality holds almost surely because the occupation times formula [35, p.
224, Corollary 1.6] implies that Z has no occupation time in a. It is straightforward to see that
the drift and diffusion coefficients of Z meet the following three conditions: [(i)]

(i) There exists a positive constant K such that μ̃2(x) + σ̃ 2(x) ≤ K(1 + x2) for any
x ≥ (1 − p)a.

(ii) [̃σ (x) − σ̃ (y)]2 ≤ |f (x) − f (y)| for any x, y ≥ (1 − p)a in which f (x) � (1 − 2p)2σ 21{x>a}
is a bounded increasing function.

(iii) |̃σ (x)| ≥ min{p, 1 − p}σ for any x ≥ (1 − p)a.

Hence, it follows from [37, Theorem 4.2] and [36, Theorem 1.3] that the SDE with dis-
continuous coefficients and instantaneous reflection satisfied by Z allows a unique strong
solution, which further suggests that Y is the unique strong solution to the SDE (2.3) due
to the one-to-one correspondence between Y and Z.

Now consider the random time

ηt = t + 1

2β
LY

t (0), (2.5)

which is a strictly increasing and continuous stochastic process admitting a proper inverse
ξt = η−1

t . We define a time-changed version of Y by {Xt � Yξt , t ≥ 0}. It can be readily inferred
from the definitions of semimartingale local times as occupation time densities [31, p. 225,
Corollary 3] that L̂X

t (a) = L̂Y
ξt

(a) and LX
t (0) = LY

ξt
(0), and thus

ξt = t − 1

2β
LX

t (0) (2.6)

due to (2.5). This in turn implies the SDE (2.2) since∫ t

0
1{Xs=0} ds =

∫ t

0
1{Xs=0} dξs + 1

2β

∫ t

0
1{Xs=0} dLX

s (0)

=
∫ ξt

0
1{Ys=0} ds + 1

2β
LX

t (0) = 1

2β
LX

t (0).
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On the other hand, in light of (2.2), (2.6), and the definition of X, we obtain

Xt = Y0 +
∫ t

0
κ(θ − Yξs ) dξs + σWξt + (2p − 1)̂LY

ξt
(a) + 1

2
LY
ξt

(0)

= Y0 +
∫ t

0
κ(θ − Xs) d

[
s − 1

2β
LX

s (0)

]
+ σWξt + (2p − 1)̂LY

ξt
(a) + 1

2
LY
ξt

(0)

= X0 +
∫ t

0
κ(θ − Xs)1{Xs>0} ds + σWξt + (2p − 1)̂LX

t (a) + 1

2
LX

t (0). (2.7)

Noting that {Wξt , t ≥ 0} is a continuous martingale with the quadratic variation process
{〈Wξ 〉t = ∫ t

0 1{Xs>0} ds, t ≥ 0}, we may use the same logic as in the proof of [20, Theorem 5.5.4]
to express Wξt as a Brownian integral. In fact, the martingale representation theorem indicates
that there exist a Brownian motion {W̃t, t ≥ 0} and an adapted process {At, t ≥ 0} defined on
a possibly extended probability space (�̃, F̃ , P̃) such that Wξt = ∫ t

0 As dW̃s, 〈Wξ 〉t = ∫ t
0 A2

s ds.
Consequently,

Wξt =
∫ t

0
1{Xs>0} dBs, (2.8)

where Bt = ∫ t
0 sgn(1{Xs>0}As) dW̃s is a Brownian motion by Lévy’s theorem. Here. sgn(x)

stands for the value of the sign function at x, which is equal to 1 if x> 0 and −1 otherwise.
Substituting (2.8) back into (2.7), we arrive at the SDE (2.1).

Next, we demonstrate the uniqueness in law of solutions to the SDE system. To start with,
we refresh all the notation used earlier, and let X and B solve the SDEs (2.1) and (2.2). Define
ξt = ∫ t

0 1{Xs>0} ds and its right continuous inverse ηt = inf{s ≥ 0: ξs > t}. Obviously we have
ηξ∞ = ∞.

Consider the process {Wt = ∫ ηt
0 1{Xs>0} dBs, t ≥ 0}. It is a Brownian motion with the obser-

vations that 〈W〉t = t and that [20, Problem 3.4.5, assertion (iv)] guarantees the path continuity
of W. As a result, the time-changed process {Yt = Xηt , t ≥ 0} satisfies

Yt = X0 +
∫ ηt

0
κ(θ − Xs) dξs + σ

∫ ηt

0
1{Xs>0} dBs + (2p − 1)̂LX

ηt
(a) + 1

2
LX
ηt

(0)

= Y0 +
∫ t

0
κ(θ − Ys) ds + σWt + (2p − 1)̂LY

t (a) + 1

2
LY

t (0) (2.9)

on the set {t< ξ∞}. Also, by (2.2) and the definition of η,

ηt =
∫ ηt

0
1{Xs>0} ds +

∫ ηt

0
1{Xs=0} ds = t + 1

2β
LX
ηt

(0) = t + 1

2β
LY

t (0), (2.10)

from which we know that η is strictly increasing and continuous, and that ηξ∞ <∞ on {ξ∞ <

∞}, contradicting the fact ηξ∞ = ∞ unless the event {ξ∞ = ∞} is of probability 1. Hence, ξ is
the proper inverse of η, and Yξt = Xt accordingly. This, together with (2.10), confirms that the
law of X is unique since Y and ξ are uniquely determined by the standard Brownian motion W.

Finally, to establish the strong Markov property of X, we first transform it into an SDE with-
out skewness. Specifically, set Xt = G(Xt), recalling (2.4), and an application of the generalized
Itô formula [14, p. 150] produces

dXt = μ̃(Xt)1{Xt>(1−p)a} dt + σ̃ (Xt)1{Xt>(1−p)a} dBt + 1

2
dLX

t ((1 − p)a). (2.11)
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Moreover, by (2.2) and [5, Lemma A.5],

1{Xt=(1−p)a} dt = 1{Xt=0} dt = 1

2β
dLX

t (0) = 1

2pβ
dLX

t ((1 − p)a). (2.12)

Therefore, the pair (X, B) constitutes a weak solution to the SDE system of (2.11) and (2.12)
that is unique in the law sense due to the one-to-one correspondence between X and X. Going
one step further, we find that X solves

dXt = μ̃(Xt)1{Xt>(1−p)a} dt + σ̃ (Xt)1{Xt>(1−p)a} dBt + pβ1{Xt=(1−p)a} dt (2.13)

by plugging (2.12) into (2.11). Conversely, if X solves (2.13), then [31, Corollary 1, p. 224]
suggests that

LX
t ((1 − p)a) − 2pβ

∫ t

0
1{Xs=(1−p)a} ds = LX

t ((1 − p)a −)

= lim
ε→0

1

ε

∫ t

0
1{(1−p)a−ε≤Xs≤(1−p)a} d〈X〉s

= lim
ε→0

1

ε

∫ t

0
1{(1−p)a−ε≤Xs≤(1−p)a}σ̃

2(Xs)1{Xs>(1−p)a} ds

= 0.

The relation in (2.12) thus holds, and (2.11) follows by substitution. In other words, the SDE
system consisting of (2.11) and (2.12) is equivalent to the SDE (2.13). Thanks to [20, Theorem
5.4.20], we conclude that X solving (2.13) is strong Markov, and so is the process X. The proof
is complete. �

In view of the above theorem, we call the process X the skew OU process with sticky
reflection (or with sticky reflecting boundary) hereafter.

3. Fundamental characterizations

Based on the results derived in the last section and according to the formulation by [7] (see
also [18]), the skew OU process with sticky reflection is a linear diffusion that can be fully
characterized through its infinitesimal generator and the corresponding domain of definition.
Specifically, the infinitesimal generator A of X governed by (2.1) and (2.2) is given by

A= σ 2

2

d2

dx2
+ κ(θ − x)

d

dx
(3.14)

whose domain D(A) is restricted to Cb([0,∞)), the set of continuous bounded functions
defined on [0,∞). As implied by [21, 28], we have

D(A) = {f ∈ Cb([0,∞)) ∩ C2((0,∞)\{a}) :

Af ∈ Cb([0,∞)), pf ′(a +) = (1 − p)f ′(a −), (Af )(0) = βf ′(0 + )}.
Every linear diffusion (without killing) has two basic characteristics: scale function and

speed measure. As will be seen, among others, the scale density (the derivative of the scale
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1178 S. SONG AND G. XU

function) of X is discontinuous at the point a if p �= 1
2 , and the speed measure puts positive

mass at the boundary 0.

Proposition 3.1. Let

sX(x) =

⎧⎪⎪⎨⎪⎪⎩
p exp

{
κ

σ 2
[(x − θ )2 − θ2]

}
, 0 ≤ x ≤ a,

(1 − p) exp

{
κ

σ 2
[(x − θ )2 − θ2]

}
, x> a;

(3.15)

mX(x) =

⎧⎪⎪⎨⎪⎪⎩
2

pσ 2
exp

{
− κ

σ 2
[(x − θ )2 − θ2]

}
, 0> x ≤ a,

2

(1 − p)σ 2
exp

{
− κ

σ 2
[(x − θ )2 − θ2]

}
, x> a.

(3.16)

Then, for the process X, the scale function sX(x) = ∫ x
sX(y) dy and the speed measure

mX(dx) =mX(x) dx + δ0(dx)/(pβ), where δ0(dx) is the Dirac measure with unit mass concen-
trated at 0.

Proof. Consider the auxiliary processes Y and Z as defined in the proof of Theorem 2.1.
Using standard results [35, p. 311, Exercise 3.20], we obtain the scale and speed densities of Z
given by

sZ(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
exp

{
κ

p2σ 2
{[x − pθ − (1 − p)a]2 − p2θ2}

}
, (1 − p)a ≤ x ≤ a,

exp

{
κ

(1 − p)2σ 2
{[x − (1 − p)θ − pa]2 − (1 − p)2θ2}

}
, x> a;

mZ(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2

p2σ 2
exp

{
− κ

p2σ 2
{[x − pθ − (1 − p)a]2 − p2θ2}

}
, (1 − p)a< x ≤ a,

2

(1 − p)2σ 2
exp

{
− κ

(1 − p)2σ 2
{[x − (1 − p)θ − pa]2 − (1 − p)2θ2}

}
, x> a.

Next, we try to make clear the relationship between sZ(·) and sY (·), the scale density of Y. To
this end, let τ I

b = inf{t ≥ 0: It = b} be the first hitting time at level b for a process {It, t ≥ 0}.
On one hand, we have, by the definition of the scale function [35, p. 301, Proposition 3.2], for
0 ≤ b1 < y< b2,

Py
(
τY

b1
< τY

b2

) = sY (b2) − sY (y)

sY (b2) − sY (b1)
. (3.17)

On the other hand, it follows from the relation τY
b = τZ

G(b) that

Py
(
τY

b1
< τY

b2

) = PG(y)
(
τZ

G(b1) < τ
Z
G(b2)

) = sZ(G(b2)) − sZ(G(y))

sZ(G(b2)) − sZ(G(b1))
. (3.18)

As a consequence, the combination of (3.17) and (3.18) leads to

sY (x) = G′(x)sZ(G(x)). (3.19)
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To figure out the relationship between mZ(·) and the speed density mY (·) of Y, we need the
function defined by

JI
(z1,z2)(x, y) = [sI(x ∧ y) − sI(z1)][sI(z2) − sI(x ∨ y)]

sI(z2) − sI(z1)
,

with I being the diffusion Y or Z. Evidently, JY
(z1,z2)(x, y) = JZ

(G(z1),G(z2))(G(x),G(y)), which
together with [35, Theorem 7.3.6] suggests that

Ey
[
τY

b1
∧ τY

b2

] =EG(y)
[
τZ

G(b1) ∧ τZ
G(b2)

]
=

∫ G(b2)

G(b1)
JZ

(G(b1),G(b2))(G(y), v)mZ(v) dv

=
∫ b2

b1

JZ
(G(b1),G(b2))(G(y),G(u))mZ(G(u))G′(u) du

=
∫ b2

b1

JY
(b1,b2)(y, u)mZ(G(u))G′(u) du

for 0 ≤ b1 < y< b2. This gives

mY (x) = G′(x)mZ(G(x)), (3.20)

in that mY (dx) �mY (x)dx is the unique Radon measure such that

Ey
[
τY

b1
∧ τY

b2

] =
∫ b2

b1

JY
(b1,b2)(y, u)mY (du).

For the process X, recall from the proof of Theorem 2.1 that it can be constructed as a
time-changed process Yξt . Then, the fact that τX

b = ητY
b

implies that Px
(
τX

b1
< τX

b2

) = Px
(
τY

b1
<

τY
b2

)
for 0 ≤ b1 < x< b2, thereby indicating that sX(x) = sY (x), followed by the relation

JX
(b1,b2)(x, y) = JY

(b1,b2)(x, y). Furthermore, noting that

Ex
[
τX

b1
∧ τX

b2

] =Ex

[(
τY

b1
+ 1

2β
LY
τY

b1

(0)

)
∧

(
τY

b2
+ 1

2β
LY
τY

b2

(0)

)]
=Ex

[
τY

b1
∧ τY

b2

]
,

we arrive at mX(x) =mY (x). The desired results (3.15) and (3.16) thus follow by direct cal-
culation from (3.19) and (3.20). Finally, a comparison between [7, formula (c), p. 16] and
the boundary condition (Af )(0) = βf ′(0 + ) for f (·) ∈D(A) yields mX({0}) = 1/(pβ), which
completes the proof. �

Corollary 3.1. The process X is positively recurrent with the unique stationary distribution
r(dx) = r(x) dx + γ δ0(dx). Here, γ is a constant defined by

γ = (1 − p)σ
√
κ

(1 − p)σ
√
κ + 2β

√
πeκθ2/σ 2 [p + (1 − 2p)�((a − θ )

√
2κ/σ ) − (1 − p)�(− θ

√
2κ/σ )]

,

where �(·) denotes the standard normal cumulative distribution function, and r(x) =
pβγmX(x) for all x> 0, where mX(·) is given in (3.16).
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Proof. From Proposition 3.1 it is clear that sX(∞) = ∞, which signifies that X is a recurrent
diffusion with sticky reflection. In fact, when x> b ≥ 0, for any b0 > x,

Px
(
τX

b <∞) ≥ Px
(
τX

b < τ
X
b0

) = sX(b0) − sX(x)

sX(b0) − sX(b)
,

suggesting that Px
(
τX

b <∞) = 1 by letting b0 → ∞. On the other hand, arguing as in the proof
of [19, Theorem 23.15, p. 465], we obtain that P0

(
τX

y <∞) = 1 for all y> 0. As a result, when
0 ≤ x< b, the strong Markov property of X generates

Px
(
τX

b <∞) = Px
(
τX

b < τ
X
0

) + Px
(
τX

0 < τ
X
b <∞)

= Px
(
τX

b < τ
X
0

) + Px
(
τX

0 < τ
X
b

)
P0

(
τX

b <∞) = 1.

Furthermore, since

mX([0,∞)) =
∫ ∞

0
mX(x) dx +mX({0})

= 1

pβ
+ 2

pσ 2

∫ a

0
e−(κ/σ 2)[(x−θ)2−θ2] dx + 2

(1 − p)σ 2

∫ ∞

a
e−(κ/σ 2)[(x−θ)2−θ2] dx

= 1

pβγ
<∞,

X is positively recurrent [7, p. 20], and the unique stationary distribution is given by r(dx) =
[mX(x) dx +mX({0})δ0(dx)]/mX([0,∞)). The proof is thus complete. �

4. Some distributional properties

So far we have worked out the scale density and speed measure of the skew OU process with
sticky reflection. In this section, we turn to studying its distributional properties associated with
the first hitting times and the transition density. More precisely, set p(t; x, y) to be the transition
density of X governed by the SDE system of (2.1) and (2.2) in the sense that Px(Xt ∈ dy) =
p(t; x, y)mX(dy). We begin by computing the Laplace transform of the first hitting time τX

y to
a constant level y ≥ 0, denoted by

ζλ(x, y) =Ex
[
e−λτX

y
]
, (4.21)

and deriving the explicit expression for the Green function

Gλ(x, y) �
∫ ∞

0
e−λtp(t; x, y) dt,

which is the Laplace transform of the transition density in the time domain. Actually, both of
them can be expressed in terms of the functions φλ(·) and ψλ(·), as displayed in the following
theorem. Let Hν(·) represent the Hermite function of degree ν �−λ/κ [22, p. 285], and �(·)
the gamma function [22, p. 1]. It is well known that Hν(·) (resp. Hν(− ·)) is a decreasing (resp.
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increasing) and positive function on the real line which solves the ordinary differential equation
(ODE) (4.31) with the asymptotic properties Hν(− ∞) = ∞ and Hν(∞) = 0.

Theorem 4.1. Introduce the two functions

φλ(x) =
⎧⎨⎩Hν(z(x)) + c1Hν(− z(x)), 0 ≤ x ≤ a,

c2Hν(z(x)) + c3Hν(− z(x)), x> a,
(4.22)

ψλ(x) =
⎧⎨⎩d1Hν(z(x)) + d2Hν(− z(x)), 0 ≤ x ≤ a,

Hν(− z(x)), x> a,
(4.23)

and the constant

wλ = c2λ2ν+1√πez2(0)

(1 − p)σ�(1 − ν)
√
κ

.

Here, z(x) = −√
κ(x − θ )/σ , and the coefficients are given by

c1 = 2βHν−1(z(0)) − σ
√
κHν(z(0))

2βHν−1(− z(0)) + σ
√
κHν(− z(0))

, (4.24)

c2 = �(1 − ν)e−z2(a)

p2ν
√
π

[pK1Hν−1(− z(a)) + (1 − p)K2Hν(− z(a))], (4.25)

c3 = �(1 − ν)e−z2(a)

p2ν
√
π

[pK1Hν−1(z(a)) − (1 − p)K2Hν(z(a))], (4.26)

d1 = (1 − 2p)�(1 − ν)e−z2(a)

(1 − p)2ν
√
π

[Hν−1(− z(a))Hν(− z(a))], (4.27)

d2 = �(1 − ν)e−z2(a)

(1 − p)2ν
√
π

[(1 − p)Hν−1(z(a))Hν(− z(a)) + pHν−1(− z(a))Hν(z(a))], (4.28)

where K1 = Hν(z(a)) + c1Hν(− z(a)), K2 = Hν−1(z(a)) − c1Hν−1(− z(a)). Then we have, for
x, y ≥ 0 and λ> 0,

ζλ(x, y) =

⎧⎪⎪⎨⎪⎪⎩
φλ(x)

φλ(y)
, x ≤ y,

ψλ(x)

ψλ(y)
, x> y,

(4.29)

Gλ(x, y) = 1

wλ
φλ(x ∧ y)ψλ(x ∨ y). (4.30)

https://doi.org/10.1017/jpr.2023.110 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2023.110


1182 S. SONG AND G. XU

Proof. The general theory of linear diffusions [7, pp. 18–19] tells us that the expression
in (4.29) holds, where φλ(·) and ψλ(·) are respectively increasing and decreasing continuous
solutions of the ODE

σ 2

2
f ′′(x) + κ(θ − x)f ′(x) = λf (x), (4.31)

on (0,∞). What is more, both the scale derivatives dφλ(·)/dsX and dψλ(·)/dsX are continuous
at a, implying that

pφ′
λ(a +) = (1 − p)φ′

λ(a −), pψ ′
λ(a +) = (1 − p)ψ ′

λ(a −), (4.32)

and the following boundary conditions should be satisfied:

φ′
λ(0 +) = λ

β
φλ(0), ψλ(∞) = 0,

dψλ
dsX

(∞) = 0. (4.33)

Also, given the Wronskian defined by

wλ =ψλ(x)
dφλ
dsX

(x) − φλ(x)
dψλ
dsX

(x), (4.34)

a constant independent of x, the Green function is of the form in (4.30). So it remains to make
explicit φλ(·), ψλ(·), and wλ.

First, consider the derivation of φλ(·). We conjecture that its expression takes the form (4.22)
with the coefficients ck, k = 1, 2, 3, to be determined. From the continuity of φλ(·) at a and the
first equalities in both (4.32) and (4.33), and by virtue of the differential property

H′
ν(x) = 2νHν−1(x), (4.35)

we get three equations:⎧⎪⎪⎨⎪⎪⎩
c1Hν(− z(a)) − c2Hν(z(a)) − c3Hν(− z(a)) = −Hν(z(a)),

c1(1 − p)Hν−1(− z(a)) + c2pHν−1(z(a)) − c3pHν−1(− z(a)) = (1 − p)Hν−1(z(a)),

c1
[
2βHν−1(− z(0)) + σ

√
κHν(− z(0))

] = 2βHν−1(z(0)) − σ
√
κHν(z(0)).

Solving for ck, k = 1, 2, 3, and applying the formula

Hν−1(− x)Hν(x) + Hν−1(x)Hν(− x) = 2ν
√
π

�(1 − ν)
ex2

(4.36)

yields the results (4.24)–(4.26).
Next we show that φλ(·) is an increasing function on [0,∞). Examine first the monotonicity

on the interval [0, a]. Noting that Hν(z(x)) (resp. Hν(− z(x))) increases (resp. decreases) as x
increases, we assert that φλ(·) is increasing when c1 ≤ 0. When c1 > 0, since

[Hν(z(x)) + c1Hν(− z(x))]′′ = 4λ(λ+ κ)

σ 2κ
[Hν−2(z(x)) + c1Hν−2(− z(x))]> 0

by (4.35), φλ(·) is strictly convex on [0, a]. This, combined with the observation that
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φ′
λ(0 + ) = λ

β
φλ(0) = 2ν+1λ

√
πez2(0)

�(1 − ν)[2βHν−1(− z(0)) + σ
√
κHν(− z(0))]

> 0,

ensures the monotonic increase of φλ(·) as well as its positiveness.
The increase of φλ(·) on (a,∞) can be substantiated in a similar manner as long as we

notice that c2 > 0. Indeed, simple calculations produce

φλ(a) = Hν(z(a)) + c1Hν(− z(a))> 0,

φ′
λ(a −) = 2λ

σ
√
κ

[Hν−1(z(a)) − c1Hν−1(− z(a))]> 0,

which manifest that K1,K2 > 0, and therefore c2 > 0. So it is plain to see that φλ(·) is increasing
if c3 ≤ 0. If c3 > 0,

[c2Hν(z(x)) + c3Hν(− z(x))]′′ = 4λ(λ+ κ)

σ 2κ
[c2Hν−2(z(x)) + c3Hν−2(− z(x))]> 0. (4.37)

In addition, from the first equality in (4.32) and the fact that φ′
λ(a −)> 0, we realize that

φ′
λ(a +)> 0, which further indicates that φλ(·) is increasing on (a,∞). The monotonicity

property on [0,∞) follows immediately from the continuity of φλ(·) at a.
Next, consider the derivation of ψλ(·). We conjecture that its expression takes the form

(4.23), with the coefficients dk, k = 1, 2, to be determined. Using the second equality in (4.32)
and the continuity of ψλ(·) at a, we obtain{

d1Hν(z(a)) + d2Hν(− z(a)) = Hν(− z(a)),

d1(1 − p)Hν−1(z(a)) − d2(1 − p)Hν−1(− z(a)) = −pHν−1(− z(a)),

which produces (4.27) and (4.28) with the help of (4.36).
The decrease of ψλ(·) on [0,∞) can be demonstrated as follows. It is obvious that ψλ(·)

is decreasing on (a,∞). On [0, a], since d2 > 0, the desired conclusion holds if d1 ≤ 0 (i.e.
p ≥ 1/2). If d1 > 0 (i.e. p< 1/2), the substitution of c2 and c3 by d1 and d2 respectively in
(4.37) results in the strict convexity of ψλ(·). This, together with the fact that

ψ ′
λ(a −) = p

1 − p
ψ ′
λ(a +)< 0,

indicates that ψλ(·) is decreasing on [0, a]. The monotonicity on [0,∞) follows immediately
from the continuity of ψλ(·) at a.

Finally, for the Wronskian wλ, it follows from (4.34) that

wλ =ψλ(a)
φ′
λ(a −)

sX(a −)
− φλ(a)

ψ ′
λ(a +)

sX(a +)

= 2λ

σ
√
κ

ez2(0)−z2(a)
[

K2

p
Hν(− z(a)) + K1

1 − p
Hν−1(− z(a))

]
,

which is equal to the desired result in light of the explicit expression (4.25) for c2. �

It is worth mentioning that a sticky reflecting diffusion has a probability mass at its sticky
reflecting boundary. The following corollary insists on this point by offering the analytical
form of

Uλ(x) =
∫ ∞

0
e−λt

Px(Xt = 0) dt,

which is the Laplace transform of Px(Xt = 0).
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Corollary 4.1. For any x ≥ 0,

Uλ(x) = Hν(z(0)) + c1Hν(− z(0))

pβwλ
ψλ(x),

where wλ, c1, and ψλ(·) are defined in Theorem 4.1.

Proof. From the definition of the Green function and the results in Theorem 4.1, we see that∫ ∞

0
e−λt

Px(Xt = 0) dt = 1

pβ

∫ ∞

0
e−λtp(t; x, 0) dt = 1

pβ
Gλ(x, 0) = φλ(0)

pβwλ
ψλ(x),

which completes the proof. �

In the remainder of this section, we are concerned with the first hitting time at a random
jump boundary defined by Ot = b + O1{�≤t}, where b> 0 is a constant, O is a positive ran-
dom variable with distribution F(dy), and � is exponentially distributed with parameter q> 0.
Assume that O, �, and the process X are mutually independent, and set τ̃b = inf{t ≥ 0: Xt =
Ot}. We are interested in the following joint Laplace transform:

Ex
[
e−r1Xτ̃b−r2 τ̃b

]
, 0 ≤ x ≤ b. (4.38)

In applications, this kind of problem may translate into ones that emerge in storage system
or insurance theory [29]. As pointed out in [6], the expectation (4.38), recalling the notation
ζλ(x, y) defined in (4.21), is equal to

e−r1bζq+r2 (x, b) + e−r1b
Ex

[
e−r1O−r2�1{̃τb>�}ζr2 (X�, b + O)

]
,

where the second term is determined by

V (1)
r1,r2

(x) =Ex
[
e−r1X�−r2�

]
, V (2)

r1,r2
(x) =Ex

[
e−r1X�−r2�1{̃τb<�}

]
,

since they can jointly determine the distribution of (X�, �, 1{̃τb>�}) by Laplace inversion. Thus,

in what follows it suffices to compute V (1)
r1,r2 (·) and V (2)

r1,r2 (·).
Lemma 4.1. Ex

[ ∫ �
0 e−r2s1{Xs=0} ds

] = Uq+r2 (x), where the explicit expression for Uλ(·) is
provided in Corollary 4.1.

Proof. Applying the law of total expectation, we have

Ex

[ ∫ �

0
e−r2s1{Xs=0} ds

]
=

∫ ∞

0
qe−qt dt

∫ t

0
e−r2s

Px(Xs = 0) ds

=
∫ ∞

0
e−r2s

Px(Xs = 0) ds
∫ ∞

s
qe−qt dt

=
∫ ∞

0
e−(q+r2)s

Px(Xs = 0) ds = Uq+r2 (x). �

Lemma 4.2. Recall the definition of the function z(·) provided in Theorem 4.1, and let
ν̄ = −(q + r2)/κ and

K̃ = 2(q + r2)

σ
√
κ

[m1(1 − p)Hν̄−1(z(a)) + (p − (1 − p)m2)Hν̄−1(− z(a))].
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Then

Ũr2 (x) �Ex

[ ∫ �

0
e−r2s d̂LX

s (a)

]
=

⎧⎪⎪⎨⎪⎪⎩
1

K̃
[m1Hν̄(z(x)) + m2Hν̄(− z(x))], 0 ≤ x ≤ a,

1

K̃
Hν̄(− z(x)), x> a,

(4.39)

where

m1 = Hν̄(− z(a))[2βHν̄−1(− z(0)) + σ
√
κHν̄(− z(0))]

K̂
, (4.40)

m2 = Hν̄(− z(a))[2βHν̄−1(z(0)) − σ
√
κHν̄(z(0))]

K̂
, (4.41)

K̂ = Hν̄(− z(a))[2βHν̄−1(z(0)) − σ
√
κHν̄(z(0))]

+ Hν̄(z(a))[2βHν̄−1(− z(0)) + σ
√
κHν̄(− z(0))].

Proof. Suppose that the process X starts at the level x. Then, for any nonzero function f (·) ∈
Cb([0,∞)) ∩ C1

b ([0,∞)\{a}) ∩ C2([0,∞)\{a}) with finite left and right derivatives of orders
one and two at a, we obtain from the generalized Itô formula [14, p. 150] that

f (Xt) = f (x) +
∫ t

0
(Af )(Xs)1{Xs>0} ds + σ

∫ t

0
f ′(Xs)1{Xs>0} dBs

+ [pf ′(a +) − (1 − p)f ′(a −)]̂LX
t (a) + f ′(0)

2
LX

t (0)

= f (x) +
∫ t

0
(Af )(Xs) ds + σ

∫ t

0
f ′(Xs)1{Xs>0} dBs

+ [pf ′(a +) − (1 − p)f ′(a −)]̂LX
t (a) +

[
1

2
f ′(0) − 1

2β
(Af )(0)

]
LX

t (0),

where the second equality comes from (2.2), and A is the infinitesimal generator of X given in
(3.14). Consequently, the Itô product rule gives

e−(q+r2)tf (Xt) = f (x) +
∫ t

0
e−(q+r2)s[(Af )(Xs) − (q + r2)f (Xs)] ds

+ σ

∫ t

0
e−(q+r2)sf ′(Xs)1{Xs>0} dBs + [pf ′(a +) − (1 − p)f ′(a −)]

×
∫ t

0
e−(q+r2)s d̂LX

s (a) +
[

1

2
f ′(0) − 1

2β
(Af )(0)

] ∫ t

0
e−(q+r2)s dLX

s (0).

This indicates that, if f (·) satisfies

(Af )(x) = (q + r2)f (x) (4.42)
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on [0,∞) with the initial condition

f ′(0) = 1

β
(Af )(0) = q + r2

β
f (0), (4.43)

we have

[(1 − p)f ′(a −) − pf ′(a +)]Ex

[ ∫ t

0
e−(q+r2)s d̂LX

s (a)

]
= f (x) −Ex[e−(q+r2)tf (Xt)]

as the process
{ ∫ t

0 e−(q+r2)sf ′(Xs)1{Xs>0} dBs, t ≥ 0
}

is a martingale. Moreover, it is evident
that (1 − p)f ′(a −) − pf ′(a +) �= 0, since otherwise the use of the dominated convergence the-
orem would lead to f ≡ 0 on [0,∞) which violates the nonzero assumption on f (·). So, we
have

Ũr2 (x) =Ex

[ ∫ ∞

0
qe−qt dt

∫ t

0
e−r2s d̂LX

s (a)

]
=Ex

[ ∫ ∞

0
e−(q+r2)s d̂LX

s (a)

]

= lim
t→∞ Ex

[ ∫ t

0
e−(q+r2)s d̂LX

s (a)

]

= lim
t→∞

f (x) −Ex[e−(q+r2)tf (Xt)]

(1 − p)f ′(a −) − pf ′(a +)

= f (x)

(1 − p)f ′(a −) − pf ′(a +)

by using the monotone convergence theorem for the third equality and the dominated conver-
gence theorem for the last equality. Next, to work out the explicit expression for f (·) fulfilling
(4.42) and (4.43), we construct f (·) via

f (x) =
{

m1Hν̄(z(x)) + m2Hν̄(− z(x)), 0 ≤ x ≤ a,

Hν̄(− z(x)), x> a,
(4.44)

where the expressions in (4.40) and (4.41) for the coefficients m1 and m2 can be obtained from
the continuity of f (·) at a and the condition in (4.43). Furthermore, in light of

lim
x→∞ Hν̄(− z(x)) = 0, lim

x→∞ H′
ν̄(− z(x)) = −2(q + r2)

σ
√
κ

lim
x→∞ Hν̄−1(− z(x)) = 0,

we assert that f (·) of the form (4.44) obeys all the assumptions made on itself at
the outset of the proof. The desired result (4.39) is thus achieved by noting that
K̃ = (1 − p)f ′(a −) − pf ′(a +). �

We are now in a position to state the main result.

Theorem 4.2.

V (1)
r1,r2

(x) = q

κ
eχ (r1)

[ ∫ r1

0

e−xy−χ (y)

y
dy − Uq+r2 (x)

∫ r1

0

(
σ 2

2
y + β − κθ

)
e−χ (y) dy

− (2p − 1)Ũr2 (x)
∫ r1

0
e−ay−χ (y) dy

]
, (4.45)
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V (2)
r1,r2

(x) = ζq+r2 (x, b)V (1)
r1,r2

(b), (4.46)

where the explicit expressions for Uλ(·), Ũr2 (·), and ζλ(·, ·) are provided in Corollary 4.1,
Lemma 4.2, and Theorem 4.1, respectively, and

χ (x) = σ 2

4κ
x2 − θx − q + r2

κ
ln x.

Proof. Conditional on X0 = x, we have by the Itô formula [20, Theorem 3.3.6] and (2.2)
that

e−r1Xt−r2t = e−r1x +
∫ t

0
e−r1Xs−r2s

[
1

2
r2

1σ
2 − r1κ(θ − Xs) − r2

]
ds

−
[

1

2
r2

1σ
2 + r1(β − κθ )

] ∫ t

0
e−r2s1{Xs=0} ds − r1σ

∫ t

0
e−r1Xs−r2s1{Xs>0} dBs

− (2p − 1)r1e−r1a
∫ t

0
e−r2s d̂LX

s (a),

which implies that

V (1)
r1,r2

(x) = e−r1x +
(

1

2
r2

1σ
2 − r1κθ − r2

)
Ex

[ ∫ �

0
e−r1Xs−r2s ds

]

+ r1κEx

[ ∫ �

0
Xse

−r1Xs−r2s ds

]
−

[
1

2
r2

1σ
2 + r1(β − κθ )

]
Ex

[ ∫ �

0
e−r2s1{Xs=0} ds

]

− (2p − 1)r1e−r1a
Ex

[ ∫ �

0
e−r2s d̂LX

s (a)

]
.

Following a similar argument to the proof of Lemma 4.1 with suitable modifications, we obtain

Ex

[ ∫ �

0
e−r1Xs−r2s ds

]
= 1

q
V (1)

r1,r2
(x), Ex

[ ∫ �

0
Xse

−r1Xs−r2s ds

]
= −1

q

∂V (1)
r1,r2 (x)

∂r1
.

Thanks to Lemmas 4.1 and 4.2, we conclude that V (1)
r1,r2 (·) satisfies

∂V (1)
r1,r2 (x)

∂r1
= q

r1κ
e−r1x +

1
2 r2

1σ
2 − r1κθ − r2 − q

r1κ
V (1)

r1,r2
(x) −

1
2σ

2r1q + q(β − κθ )

κ
Uq+r2 (x)

− q(2p − 1)

κ
e−r1aŨr2 (x),

with V (1)
0,r2

(x) = q/(q + r2). Solving this ODE gives the result in (4.45).

The derivation of the expression in (4.46) for V (2)
r1,r2 (·) relies on the standard argument using

the memoryless property of � and the strong Markov property of X (see the proof of [29,
Lemma 5.2]) and is thus omitted. �
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5. Applications to bond pricing

In this section we present the application of the skew OU process with sticky reflection to
interest rate modeling. It is assumed that the dynamics of the short-term interest rate follows
the stochastic process {Xt, t ≥ 0} which evolves according to the SDE system of (2.1) and (2.2)
under the risk-neutral probability measure P. A special case is that when p = 0.5, our proposed
model is reduced to the Vasicek interest rate model with sticky zero lower bound advocated
by [28]. We concentrate on the valuation problem of the zero-coupon bond expired at time T
whose initial price is given by

P(x, T) =Ex

[
exp

{
−

∫ T

0
Xt dt

}]
.

For ease of exposition, we consider in a more general setting the expectation

(PT f )(x) =Ex

[
exp

{
−

∫ T

0
Xt dt

}
f (XT )

]
.

Let �1 be an exponential random variable with parameter 1 independent of X, and put τ̂ =
inf

{
t ≥ 0:

∫ t
0 Xs ds ≥ �1

}
. Then the process {X̂t, t ≥ 0} defined by

X̂t =
{

Xt, t< τ̂,

�, t ≥ τ̂ ,
where � denotes a cemetery state, is a diffusion process with lifetime τ̂ having the
infinitesimal generator G of the form

Gf = σ 2

2

d2f

dx2
+ κ(θ − x)

df

dx
− xf .

Thus, with the convention that f (� ) = 0, we have

(PT f )(x) =Ex
[
f (X̂T )1{t<τ̂ }

] =Ex[f (X̂T )].

A feasible way to compute this quantity is to consider its Laplace transform in the time domain;
we could derive the Green function Ĝλ(·, ·) of X̂ and get∫ ∞

0
e−λT

Ex[f (X̂T )] dT =
∫ ∞

0
f (y)Ĝλ(x, y)mX(dy)

accordingly. Nevertheless, we expect to find the explicit formula for (PT f )(·) here, especially
for the case when f ≡ 1. To achieve this, the spectral expansion approach (see [23] for a
lucid account of the theory) will be adopted. In fact, let L([0,∞),mX) denote the Hilbert
space of functions on [0,∞) square-integrable with respect to mX equipped with the inner
product (f1, f2) = ∫ ∞

0 f1(x)f2(x)mX(dx). Then the Feller semigroup {Pt, t ≥ 0} restricted to
Cb([0,∞)) ∩L([0,∞),mX) can be extended to a strongly continuous semigroup of self-
adjoint contractions in L([0,∞),mX) with the infinitesimal generator G. Since both 0 and
∞ are nonoscillatory boundaries [28], it follows from the spectral theorem that the spectrum
of G is simple and purely discrete, and thus, for any f (·) ∈L([0,∞),mX),

(PT f )(x) =
∞∑

n=0

lne−λnTϕn(x), (5.47)
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where {λn}∞n=0, 0<λ0 <λ1 < · · ·<λn ↑ ∞, are the eigenvalues of −G, {ϕn(·)}∞n=1 are the
corresponding normalized eigenfunctions, and ln = (f , ϕn).

Now introduce

α = σ

√
2

κ3
, ςλ = σ 2

2κ3
+ λ− θ

κ
, z̄(x) =

√
2κ

σ
(θ − x),

and denote by Dς (·), E(0)
ς (·), and E(1)

ς (·) the parabolic cylinder functions [10] which are linked
to the Hermite function via

Dς (x) = 2−ς/2e−x2/4Hς

(
x√
2

)
,

E(0)
ς (x) = �((1 − ς )/2)

2(1/2)+ς√π e−x2/4
[

Hς

(
x√
2

)
+ Hς

(
− x√

2

)]
,

E(1)
ς (x) = − �(− ς/2)

2(1/2)+ς√π e−x2/4
[

Hς

(
x√
2

)
− Hς

(
− x√

2

)]
.

Specializing the result (5.47) to the case when f ≡ 1, we obtain the bond price given below.

Theorem 5.1. The zero-coupon bond price P(x,T) under the skew OU with sticky reflection
model takes the series form (5.47) where the constants {λn}∞n=1, {ln}∞n=1 and the functions
{ϕn(·)}∞n=1 are provided as follows. Write

c̄1 = 2−(ςλ/2)−2e−z̄2(0)/4
[

2E(0)
ςλ−1(z̄(0) − α) +

(√
2α

2
− λσ

β
√
κ

)
E(1)
ςλ

(z̄(0) − α)

]
,

(5.48)

c̄2 = 2−(ςλ/2)−2e−z̄2(0)/4
[
ςλE(1)

ςλ−1(z̄(0) − α) +
(
λσ

β
√
κ

−
√

2α

2

)
E(0)
ςλ

(z̄(0) − α)

]
;

(5.49)

then {λn}∞n=0 are the discrete positive zeros of wλ defined by

wλ =
√

2κ

p(1 − p)σ
ez̄2(0)/2

{
c̄1

[
(1 − p)Dςλ (α− z̄(a))

(
α

2
E(0)
ςλ

(z̄(a) − α) − ςλ√
2

E(1)
ςλ−1(z̄(a) − α)

)

− pE(0)
ςλ

(z̄(a) − α)

(
α

2
Dςλ (α− z̄(a)) − ςλDςλ−1(α− z̄(a))

)]

+ c̄2

[
(1 − p)Dςλ (α− z̄(a))

(
α

2
E(1)
ςλ

(z̄(a) − α) + √
2E(0)

ςλ−1(z̄(a) − α)

)

− pE(1)
ςλ

(z̄(a) − α)

(
α

2
Dςλ (α− z̄(a)) − ςλDςλ−1(α− z̄(a))

)]}
, (5.50)

i.e. wλn = 0. Moreover,

ϕn(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

√√√√ ρ
(2)
λn

(a)

ρ
(1)
λn

(a)w′
λn

ρ
(1)
λn

(x), 0 ≤ x ≤ a,

sgn
(
ρ

(1)
λn

(a)ρ(2)
λn

(a)
)√√√√ ρ

(1)
λn

(a)

ρ
(2)
λn

(a)w′
λn

ρ
(2)
λn

(x), x> a,

(5.51)
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where w′
λ denotes the first-order derivative of wλ with respect to λ, and

ρ
(1)
λ (x) = ez̄2(x)/4[c̄1E(0)

ςλ
(z̄(x) − α) + c̄2E(1)

ςλ
(z̄(x) − α)

]
,

ρ
(2)
λ (x) = ez̄2(x)/4Dςλ (α − z̄(x)).

The coefficient ln is given by

ln =
√√√√ ρ

(2)
λn

(a)

ρ
(1)
λn

(a)w′
λn

[ ∫ a

0
ρ

(1)
λn

(x)mX(x) dx + ρ
(1)
λn

(0)

pβ

]

+ sgn
(
ρ

(1)
λn

(a)ρ(2)
λn

(a)
)√√√√ ρ

(1)
λn

(a)

ρ
(2)
λn

(a)w′
λn

[ ∫ ∞

a
ρ

(2)
λn

(x)mX(x) dx

]
, (5.52)

with mX(·) defined in (3.16).

Proof. Consider the Sturm–Liouville problem

−σ
2

2
f ′′(x) − κ(θ − x)f ′(x) + xf (x) = λf (x) (5.53)

on [0,∞) with the boundary condition f ′(0) = −(λ/β)f (0). With the transformation

f (x) = ez̄2(x)/4h(z̄(x)),

the ODE in (5.53) is converted into the Whittaker differential equation

h′ ′̄
zz̄ +

[
1

2
+ ςλ − (α− z̄)2

4

]
h = 0.

As claimed by [10], E(0)
ςλ (z̄ − α) and E(1)

ςλ (z̄ − α) form a pair of linearly independent solutions
to the above equation, and so do Dςλ (α− z̄) and D−ςλ−1(i(α− z̄)). Now letϒλ(·) be the unique
(up to a constant multiple) continuous solution with continuous scale derivative of the ODE
(5.53) on [0,∞) which is mX-square integrable near 0 and meets

ϒ ′
λ(0) = −λ

β
ϒλ(0). (5.54)

Symmetrically, let �λ(·) be the unique (up to a constant multiple) continuous solution with
continuous scale derivative of the ODE (5.53) on [0,∞) which is mX-square integrable near
∞ and meets

lim
x→∞

d�λ
dsX

(x) = 0.

Then we have

ϒλ(x) =
{

c̄1ez̄2(x)/4E(0)
ςλ (z̄(x) − α) + c̄2ez̄2(x)/4E(1)

ςλ (z̄(x) − α), 0 ≤ x ≤ a,

c̄3ez̄2(x)/4E(0)
ςλ (z̄(x) − α) + c̄4ez̄2(x)/4E(1)

ςλ (z̄(x) − α), x> a;
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�λ(x) =
{

d̄1ez̄2(x)/4Dςλ (α− z̄(x)) + d̄2ez̄2(x)/4D−ςλ−1(i(α− z̄(x))), 0 ≤ x ≤ a,

ez̄2(x)/4Dςλ (α− z̄(x)), x> a,

where the coefficients c̄k, k = 1, 2, 3, 4, could be derived by using the boundary condition
(5.54) and the normalized condition ϒλ(0) = 1 (to reduce one degree of freedom), as well as
the continuity at a of both ϒλ(·) and dϒλ(·)/dsX , and where the coefficients d̄k, k = 1, 2, could
be derived by using the continuity at a of both �λ(·) and d�λ(·)/dsX . In particular, by virtue
of the relations

E(0)
ς (x) = − x

2
E(0)
ς (x) − ς√

2
E(1)
ς−1(x), E(1)

ς
′(x) = − x

2
E(1)
ς (x) + √

2E(0)
ς−1(x),

we obtain the expressions (5.48) and (5.49) for c̄1 and c̄2.
The Wronskian defined by

wλ =ϒλ(x)
d�λ
dsX

(x) −�λ(x)
dϒλ
dsX

(x)

is independent of x and could be further expressed as

wλ =ϒλ(a)
� ′

λ(a +)

sX(a +)
−�λ(a)

ϒ ′
λ(a −)

sX(a −)
= ρ

(1)
λ (a)

ρ
(2)
λ

′(a +)

sX(a +)
− ρ

(2)
λ (a)

ρ
(1)
λ

′(a −)

sX(a −)
,

which, coupled with the property Dς ′(x) = ςDς−1(x) − (x/2)Dς (x), yields the formula in
(5.50). According to the conclusions reached by [23, p. 351–352], the positive discrete roots of
wλ = 0 are exactly the eigenvalues {λn}∞n=0. Also, for λ= λn, ϒλ(·) and �λ(·) become linearly
dependent, and thus

ϒλn (x) =
⎧⎨⎩ρ

(1)
λn

(x), 0 ≤ x ≤ a,

ρ
(2)
λn

(x)
Mn

, x> a,
where Mn = �λn (a)

ϒλn (a)
= ρ

(2)
λn

(a)

ρ
(1)
λn

(a)
.

The corresponding normalized eigenfunction ϕn(·) is given by

ϕn(x) =
√

Mn

w′
λn

ϒλn (x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

√
Mn

w′
λn

ρ
(1)
λn

(x), 0 ≤ x ≤ a,

sgn
(
ρ

(1)
λn

(a)ρ(2)
λn

(a)
)√ 1

Mnw′
λn

ρ
(2)
λn

(x), x> a.

Finally, the integral expression in (5.52) for the expansion coefficient ln results from (5.51) and
the fact that ln = ∫

[0,∞) ϕn(x)mX(dx). �

Next, we give numerical examples concerning the yield on the zero-coupon bond which
refers to the return an investor realizes on a bond and is formally defined as

R(x, T) = − ln P(x, T)

T
.

When evaluating bond prices, the built-in function FindRoot in Mathematica software is
used to search for the positive zeros of wλ and NIntegrate to compute the integrals
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FIGURE 1: Yields on zero-coupon bonds against time to maturity with different skewness and stickiness
parameters. In the left panel, the solid, dashed, and dotted lines correspond to the cases when p = 0.2, 0.5,
and 0.8, respectively. In the right panel, the solid, dashed, dot-dashed, and dotted lines correspond to the
cases when β = 0.01, 0.1, 1, and ∞, respectively. The parameter values in the base case are: X0 = 0.02,

κ = 0.1, θ = 0.04, σ = 0.15, a = 0.01, p = 0.2, and β = 0.1.

appearing in (5.52) numerically. Also, all the special functions involved can be computed
by employing their relationships with the Hermite function available as HermiteH in
Mathematica.

Figure 1 depicts the yield curves as functions of time to maturity, where we examine the
effects on bond yields of the skewness parameter p and the stickiness parameter β. It can be
seen from the left panel that the smaller the value of p, the lower the bond yield and the slope
of the curve, because it is more likely for the interest rate to be constrained within the interval
[0, a] for smaller p. On a related matter, the parameter a actually acts as a resistance level in
the terminology of [4] if p = 0.2, as opposed to as a support level if p = 0.8. The right panel
(under the setting p = 0.2) reveals that the bond yield and the slope of the curve increase with
larger values of β, a phenomenon that was also found by [28] in the framework of the sticky
reflecting OU interest rate model (i.e. the case when p = 0.5 in our model). Moreover, both the
values of the yield and the slope are bounded above by those of the instantaneous reflection
case, which corresponds to the infinite β value.

To close this section, we remark that, aside from interest rate modeling, skew diffusions
with sticky reflection may also find potential applications in particle dispersion problems and
queuing systems. For example, in view of the close connections between skew diffusions (with
reflecting boundaries) and random particle motions in layered media (with reflecting bound-
aries) [2, 33, 34], it is natural to consider which skew diffusion with sticky reflection can
describe the particle motion in a layered medium with sticky reflecting boundary. On the other
hand, noting that we can transform a skew diffusion with sticky reflection into a threshold
diffusion (i.e. a diffusion with discontinuous coefficients) with sticky reflection, it is possible
to construct a queuing system with the exceptional service policy whose heavy traffic limit is
the latter process [9, 26, 32]. The above problems will be on the list of our future research
topics.

6. Conclusion

Motivated by the applications to interest rate modeling, we considered the skew OU process
with sticky reflecting boundary. Since this process has not been studied before, we started by
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establishing the existence and uniqueness of weak solutions to the SDE system satisfied by
the process. Then, various important probabilistic properties, including the scale function, the
speed measure, the stationary distribution, the Green function, and the distributions of first
hitting times to constant and random jump boundaries were obtained in terms of analytical
solutions. Finally, based on the skew OU sticky interest rate model, we evaluated zero-coupon
bonds by using the spectral expansion approach, and numerical results showed the positive
effects of skewness and stickiness parameters on bond yields.

The techniques employed in the current paper can be easily extended to deal with the case
of multiple skew points, or with CIR and constant elasticity of variance (CEV) skew processes
with sticky reflection. However, for processes with general drift and diffusion coefficients,
the analytical tractability would be lost. To handle that case, we can first transform the skew
diffusion with sticky reflection into the one without skewness, and then resort to the compu-
tational method developed by [25], where the continuous-time Markov chain (CTMC) is used
to approximate a sticky diffusion. Under the CTMC model, the value functions (including the
bond price as a special case) and the first hitting time probabilities can be obtained by com-
puting matrix exponentials. The simulation problem for sticky diffusions can also be solved by
means of the CTMC approximation. Similarly, we could further investigate the properties of
multidimensional skew diffusions with sticky reflecting boundaries via the multidimensional
CTMC method proposed by [26].
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