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The Moment-SOS hierarchy, first introduced in optimization in 2000, is based on
the theory of the S-moment problem and its dual counterpart: polynomials that
are positive on S. It turns out that this methodology can also be used to solve
problems with positivity constraints ‘f(x) > 0 for all x € S’ or linear constraints
on Borel measures. Such problems can be viewed as specific instances of the
generalized moment problem (GMP), whose list of important applications in various
domains of science and engineering is almost endless. We describe this methodology
in optimization and also in two other applications for illustration. Finally we also
introduce the Christoffel function and reveal its links with the Moment-SOS hierarchy
and positive polynomials.
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1. Introduction

The Moment-SOS hierarchy was initially designed to help solve polynomial op-
timization problems (POPs), that is, optimization problems of the form

P: " =inf{f(x): x € S}, (1.1)
X
where £ is a polynomial and S ¢ R is a basic semi-algebraic set, that is,
S={xeR?: g;x) >0, j=1,....,m}, (1.2)

for some polynomials g;, j = 1,...,m. Crucially, the description of P is entirely
algebraic via its polynomial data f,g;, j = 1,...,m. (However, semi-algebraic
functions can also be tolerated to a certain extent.)

As P is a particular case of non-linear programming (NLP), what is so specific
about P in (1.1)? The answer depends on the meaning of f* in (1.1). If we are only
interested in a local minimum, then the whole arsenal of efficient methods of NLP
can be used to solve P and its algebraic features are not really exploited.

On the other hand, if f* in (1.1) is understood as the global minimum of P, then
the situation is totally different. Why? First, to eliminate any ambiguity in the
meaning of f*, rewrite (1.1) as

P: f* =sup{d: f(x)—-1>0, Vx € S}, (1.3)

because then indeed f* is necessarily the global minimum of P. In full generality
P is very difficult to solve as it is NP-hard. The reason is:

Given A € R, checking whether ‘ f(x) — 4 > 0 for all x € S’ is difficult.

Indeed, by its very nature this positivity constraint is global and therefore cannot be
handled by standard NLP optimization algorithms, which use only local information
around a current iterate X € S. Therefore, to compute f* in (1.3) it is necessary
to handle the positivity constraint ‘f(x) — 4 > 0 for all x € S’ in some efficient
manner. Fortunately, if the data are algebraic, then the following hold.

(1) Powerful positivity certificates from real algebraic geometry (Positivstellen-
sdtze in German) are available.

(2) Some of these positivity certificates have an efficient practical implementation
via linear programming (LP) or semidefinite programming (SDP). In particular,
and crucially, testing whether a given polynomial is a sum of squares (SOS)
simply reduces to solving a single semidefinite program (which can be done
in time polynomial in the input size of the polynomial, up to arbitrary fixed
precision?).

After the pioneering works of Shor (1987) and Nesterov (2000), Lasserre (2000,
2001) and Parrilo (2000, 2003) were the first to provide a systematic use of these

' In fact see O’Donnell (2017) for an update and more details.
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two key ingredients in optimization and control, with convergence guarantees.
It is also worth mentioning another closely related pioneering work, namely the
celebrated SDP relaxation of Goemans and Williamson (1995), which provides
a 0.878 approximation guarantee for Max-Cut, a famous problem in non-convex
combinatorial optimization (and probably the simplest one). In fact it is perhaps the
first famous example of such a successful application of the powerful SDP convex
optimization technique to provide guaranteed good approximations to a notoriously
difficult non-convex optimization problem. It turns out that this SDP relaxation is
precisely the first semidefinite relaxation in the Moment-SOS hierarchy (a.k.a. the
Lasserre hierarchy) when applied to the Max-Cut problem. The spectacular success
story of SDP relaxations has been at the origin of a flourishing research activity in
combinatorial optimization and computational complexity. In particular, the study
of LP and SDP relaxation techniques in hardness of approximation is at the core
of a central topic in combinatorial optimization and computational complexity,
namely proving/disproving Khot’s famous Unique Games Conjecture? (UGC) in
theoretical computer science (TCS).
Another (and equivalent) ‘definition’ of the global optimum f* of P reads

*= inf do: ¢(S) =14, 1.4
ro= it [ rass o) -1] (14)
where the ‘inf’ is over the set . (S), of (positive) Borel measures ¢ on S. Indeed,
as f > f*on S and ¢ is a probability measure on S,

/Sfd¢z/8f*d¢=f*,

so the infimum in (1.4) is not smaller than f*. On the other hand, for an arbitrary
x € S, its value f(x) is also obtained via fs f d¢, where ¢ is the Dirac probability
measure Oy} at X € S, and hence the infimum in (1.4) is not larger than f*. In
particular, if x* € S is a global minimizer of P, then the Dirac measure ¢* := 0 (x+)
at x* is an optimal solution of (1.4).

In fact (1.3) is the LP dual of (1.4), where A is the dual variable associated with
the constraint ¢(S) = 1 in (1.4). In other words, standard LP duality between the
two conic programs (1.3) and (1.4) nicely captures a convex duality between the
‘S-moment problem’ in real and functional analysis, and ‘polynomials positive on
S’ in real algebraic geometry (more details are given later).

Moreover, problem (1.4) is a very particular instance (and even the simplest
instance) of the more general generalized moment problem (GMP) defined by

p p
inf /f-dt/’)-: f,--d¢-2b,-,i:1,...,s}, (1.5)

2 For this conjecture and its theoretical and practical implications, Subhash Khot was awarded the
prestigious Nevanlinna prize at ICM 2014 in Seoul (Khot 2010, 2014).
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for some given functions f;, f;;: R4 — R,i=1,...,s, and sets S; C R%,
j=1,...,p. The GMP (1.5) is an infinite-dimensional LP with dual

Al,...sAs 20

S S
sup {Z/l,-b,-: fi=> Aifij=00nS;, j= 1,...,p}. (1.6)
i=l i=1
Therefore it should be no surprise that the Moment-SOS hierarchy, initially de-
veloped for global optimization, also applies to solving the GMP. This is particularly
interesting as moments and positive polynomials are at the intersection of several
areas of mathematics (Landau 1987), and the list of important applications of the
GMP is almost endless; see e.g. Landau (1987), Lasserre (2009b) and references
therein, and see also Section 6, where for illustration we describe two particular
applications.

Finally, since its birth in 2000 and in view of its many potential applications, the
Moment-SOS hierarchy has gained attention from various research communities,
with many different contributions, as follows.

(i) Its basic application in many (and diverse) areas after modelling the problem
as an instance of the GMP. For illustration, two examples are described in
Section 6; see also Henrion, Korda and Lasserre (2021), Korda, Henrion and
Lasserre (2022) and references therein.

(ii) Its adaptation and extension to other domains, e.g. operations research (Parekh
2023), and entanglement, i.e. violation of Bell inequalities in quantum inform-
ation, where its non-commutative version (the NPA hierarchy described in
Navascués, Pironio and Acin (2012)) is also attracting a lot of attention; see
also Burgdorf, Klep and Povh (2016), Parekh and Thompson (2021) and
references therein.

(iii) Its detailed analysis by the TCS research community for hardness of approx-
imation in combinatorial optimization (e.g. in relation to issues around the
Unique Games Conjecture). See e.g. Barak and Steurer (2014), Raghavendra,
Schramm and Steurer (2018) and Bafna ez al. (2021).

(iv) The analysis of its rate of convergence with very interesting recent results on
specific sets; see e.g. Slot and Laurent (2021), Slot (2022), Bach and Rudi
(2023) and references therein.

(v) The development of algorithmic improvements to improve scalability of the
standard Moment-SOS hierarchy. One direction is to take into account sev-
eral types of sparsity or symmetries often present in large-scale optimization
problems, as explained in Section 3.8. Another is to promote alternatives
(e.g. first-order methods, second-order cone programming) to the costly in-
terior point algorithm for semidefinite programming; see e.g. Ahmadi and
Majumdar (2019), Yurtsever et al. (2021) and Ngoc Hoang Anh Mai et al.
(2022).
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Structure of the paper. For ease of exposition and clarity, we have not provided
the proof of most results in the form of theorems and lemmas. However, at the end
of each section we have included a subsection entitled ‘Notes and sources’, with
pointers to articles for detailed proofs, and sometimes a discussion and comments
on the results.

After introducing some notation and definitions, in Section 3 we describe the
Moment-SOS hierarchy of lower bounds which converge to the global minimum in
polynomial optimization. In Section 4 we provide a brief description of an alternat-
ive, the Moment-LP hierarchy. Section 5 describes the (less known) Moment-SOS
hierarchy of upper bounds which also converge to the global minimum. Section 6
is devoted to other applications of the Moment-SOS hierarchy. For illustration, we
describe how to apply the Moment-SOS hierarchy in two such applications and
provide a (non-exhaustive) list of references to other applications in various fields.
Finally, Section 7 is devoted to the Christoffel function (a classical tool from the
theory of orthogonal polynomials and approximation) to reveal its connections to
optimization and the Moment-SOS hierarchy.

2. Notation, definitions and some preliminaries
2.1. Notation and definitions

Let R[x] denote the ring of polynomials in the variables x = (xy, ...,xy) and let
R[x],, be the vector space of polynomials of degree at most n (whose dimension
is s(d) = (d;")). For every n € N, let N? := {@ € N¢: |a|(= ¥, @;) < n}, and
let v,,(x) = (x%), a € N;‘f , be the vector of monomials of the canonical basis (x%)
of R[x],. Given a closed set X C R", let P(X) c R[x] (resp. P,(X) C R[x],)
be the convex cone of polynomials (resp. polynomials of degree at most n) that are
non-negative on X'. A polynomial f € R[x], is written

x - f(x) = Z Ja x¥ = (£, vi(x)),

aeNd

with vector of coefficients f = (f,) € R5™ in the canonical basis of monomials
(x¥)yenga - For real symmetric matrices, let (B, C) := trace (B C). We write B > 0
when B is positive semidefinite and B > 0 when B is positive definite. Let S"
denote the space of real n X n symmetric matrices and let S} denote its subset of
positive semidefinite matrices.

For a closed set S ¢ R?, let (S) denote the space of finite signed Borel
measures on S, and let #(S), C A (S) (resp. F(S)) denote the convex cone of
finite non-negative Borel measures (resp. probability measures) on S. The support
supp(u) of a Borel measure ¢ on R? is the smallest closed set @ ¢ R? such that
u(@R4\ Q) =0.
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Riesz linear functional. Given a sequence ¢ = (Pq)y e (in bold), its associated
Riesz linear functional is the linear mapping ¢: R[x] — R (not in bold) defined by

/ <:Zfax“) S ¢ = fota=(E.0). 2.1)

aeNd

A sequence ¢ has a representing measure if its associated Riesz linear functional
¢ is a (positive) Borel measure on R, in which case

¢a:/ x?d¢ forall @ € N¥.
Rd

Given a sequence ¢ = (¢a)qene and a polynomial g € R[x],x — g(x) = 3, g, X7,
define the new sequence g - ¢ by

(& Po = d(x" g) = Z 8y bary forall @ e N7,
yeNd

Therefore its associated Riesz linear functional, denoted by g - ¢, satisfies

g-9(f)=¢(f) forall feR[x].

In particular, if ¢ has a representing measure ¢ and g is non-negative, then the
Riesz linear functional g - ¢ is a representing measure, that is,

g'¢(f)=¢(gf)=/Rdfgd¢ forall f € R[x].

Moment matrix. The (degree-n) moment matrix associated with a sequence ¢ =
(da)qena (or equivalently with the Riesz linear functional ¢) is the real symmetric
matrix M,,(¢) (or M,,(¢)) with rows and columns indexed by Nﬁ , and whose entry
(a, B) is just ¢q4p, for every a, B € Nﬁ . Thus M,,(¢) depends only on moments
¢ of degree at most 2n. Alternatively, if we introduce the real symmetric matrices
(B)) c 85 defined by

V(%) v, (x)T = Z B.x* forallx € RY, (2.2)

d
a €N2n

then M,, (@) = ZaeNg ¢ BL. Moreover, if ¢ has a representing measure ¢, then
M,,(¢) > 0 because {f,M,,($)f) = / f2d¢ > 0 for all f € R[x],.

A measure whose moments are all finite is moment determinate if there is no
other measure with the same moments.

Localizing matrix. With ¢ as above and g € R[x] (with g(x) = X, g,Xx”), the
localizing matrix associated with ¢ and g is the moment matrix M,,(g - ¢) associated
with the sequence g - ¢. That is, M,,(g - @) is the real symmetric matrix with rows
and columns indexed by N,‘f, and whose entry (a, B) is just (g - ¢)a+p, that is,

M,.(g - $)(@, B) = X, 8y Pa+p+y. for every @, B € N&.
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Alternatively, letting d, = [deg(g)/2], and introducing the real symmetric
matrices BS € S, a € N9, defined by

2X)V,(X) v, (x)" = Z BS x* forall x € RY, (2.3)

a
a eNZ(n,+dg)

we obtain

M,g-$)= >  gaBS.

d
a €N2(n+d g)

If ¢ has arepresenting measure ¢ whose support is contained in the set {x: g(x) >
0}, then M,,(g - ¢) > O for all n, because

Moz - $)) = g- 605 = 0(/28) = / fgd¢ >0 forall f € R[xl,.

2.2. SOS polynomials and quadratic modules

A polynomial f € R[x] is a sum of squares (SOS) if there exist s € N, and
fi,.... fs € R[x], such that f(x) = >} _, fi(x)?, for all x € RY. Let X[x] (resp.
> [x],) denote the set of SOS polynomials (resp. SOS polynomials of degree at most
2n). Of course, every SOS polynomial is non-negative. However, the converse is
not true.

Membership in 2[x],. Checking whether a given polynomial f is non-negative
on R is difficult, whereas — and this is crucial for the Moment-SOS hierarchy —
checking whether f is SOS is much easier and can be done efficiently. Indeed,
since the degree of f must be even for f to be SOS, we let f € R[x],, be defined
by

X f0= ) fax".

aEN?
n

Then f € R[x]y, is SOS if and only if there exists a real symmetric matrix X" = X
of size s(n) = (d;"), such that

X>0 and f,=(X,Bl) forallaeN¢ (2.4)

2n°

where the matrices B}, were introduced in (2.2). It turns out that (2.4) defines the
feasible set of what is called a semidefinite program.>

3 A semidefinite program is a convex and conic optimization problem which can be solved (up to
fixed arbitrary precision) in time polynomial in its input size; see e.g. Anjos and Lasserre (2012)
and also O’Donnell (2017).

https://doi.org/10.1017/50962492923000053 Published online by Cambridge University Press


https://doi.org/10.1017/S0962492923000053

848 J. B. LASSERRE

Quadratic module. Introduce the constant polynomial x +— go(x) := 1 for all
x € R (also denoted go = 1). Given a family (gq,...,gm) C R[x], we associate
the quadratic module Q(g) (= Q(g1,...,8m)) C R[x] defined by

0(g) = {Z ojgjioj €X[X], j= 0,...,m}, (2.5)

J=0

and its degree-2n truncated version
m
On(g) = {Z 0jgj: 0 € Z[X]|pn-q;, j=0,. m} (2.6)
j=0

where d; = [deg(g;)/2], j =0,...,m. Observe that Q,(g) C R[x]2,, because
indeed in (2.6), deg(cj g;) < 2n,forall j =0, ..., m. Obviously both Q(g) and its
truncated version Q,,(g) are convex cones of R[x].

Definition 2.1. The quadratic module Q(g) is said to be Archimedean if there
exists M > 0 such that the quadratic polynomial x — M — ||x||> belongs to Q(g)
(i.e. belongs to O, (g) for some n).

If O(g) is Archimedean, then necessarily the set
S={xeR’: g;x)>0, j=1,...,m} (2.7)

is compact but the reverse is not true. The Archimedean condition depends on the
representation of S and can be seen as an algebraic certificate that S is compact.

Dual cone. The dual cone Q),(g) of O,(g) is the convex cone of R defined by
0,(&)={p R M, _4,(g,-$) =0, j=0,...,m}, (2.8)

where M,,(g; - @) is the localizing matrix associated with the polynomial g; and
the sequence ¢, defined in Section 2.1.

For more details on the above notions of moment and localizing matrix and the
quadratic module, as well as their use in potential applications, the interested reader
is referred to Laurent (2008) and Lasserre (2009b). As we will see, both convex
cones 0,(g) and Q;,(g) play a crucial role in the Moment-SOS hierarchy of lower
bounds.

2.3. Certificates of positivity (Positivstellensditze)

Below we describe particular certificates of positivity that are important because
they provide a theoretical justification (or rationale) for convergence of the so-called
SDP and LP relaxations for global optimization. In particular, the one below in
(2.9) is at the core of the Moment-SOS hierarchy of lower bounds.
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Theorem 2.2 (Putinar 1993). Let S c R? be as in (2.7) and assume that Q(g)is
Archimedean.

(i) If a polynomial f € R[x] is (strictly) positive on §, then f € Q(g), that is,
m
fF=> 058 (2.9)
j=0

for some SOS polynomials o € X[x], j =0,...,m (and thus f € Q,(g) for
some 2n > deg(f)).

(i) A sequence ¢ = (¢o)yene C R has a representing Borel measure on S if and
only if ¢(f2 gj) = 0forall f € R[x],and all j =0,...,m, or equivalently if
and only if M,(gj - ¢) > Oforall j =0,...,m,and all n € N.

In fact Theorem 2.2 is a refinement of a theorem by Schmiidgen from two years
earlier.

Theorem 2.3 (Schmiidgen 1991). Let the basic semi-algebraic set S C R? in
(2.7) be compact.

(i) If a polynomial f € R[x] is (strictly) positive on S, then

=D caglgmm, (2.10)

ae{0,1}m
for some SOS polynomials o, € X[x], @ € {0, 1}".

(i) A sequence ¢ = (¢¢)yene C R has a representing Borel measure on S if
and only if ¢(f%g}" -+ gm™) > 0 for all f € R[x], and all & € {0, 1}, or
equivalently if and only if M,,(g}" -~ g - ¢) = 0 for all @ € {0, 1}™, and
alln € N.

Observe that (2.9) is of the same flavour as (2.10) but much simpler, as it involves
only m + 1 SOS polynomials o; € X[x] (as opposed to 2™ SOS o in (2.10)). On
the other hand, in Theorem 2.3 the only condition is that the set S is compact,
whereas in Theorem 2.2 the quadratic module Q(g) should also be Archimedean
(an additional condition on the representation of S).

The reader may have noticed that Theorems 2.2 and 2.3 have two facets, (i) and
(ii): the former is the algebraic facet (certificate of positivity), while the latter with
a real analysis flavour is related to the S-moment problem. Both facets are a nice
illustration of the duality between moments and positive polynomials.

We next provide a Nichtnegativstellensatz (a theorem of non-negativity) of the
author (Lasserre 2011), which is instrumental in proving convergence of the hier-
archy of upper bounds in Section 5.

Theorem 2.4. LetS c RY be acompact set (not necessarily basic semi-algebraic),
and let ¢ be a Borel measure with supp(¢) = S, and with moment sequence
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& = (da)gena- If f € R[x], then
f=20onS © M,(f-¢)>=0 forallneN. 2.11)

Theorem 2.4 states that to decide whether f is non-negative on S, one must check
whether countably many linear matrix inequalities (LMIs) M, (f - ¢) > 0,n € N,
hold. Each constraint M,,(f - ¢) > 0 is indeed an LMI on the coefficients of the
polynomial f because each entry of M,,(f - @) is linear in the coefficients f of f.
Therefore, identifying f € R[x]; with its vector f € R*X) of coefficients, for each
n € N, the convex cone Q,, C R[x], defined by

Q, = {f e R*M: M, (f - ¢) = 0},

is a spectrahedron that contains the convex cone Pi(S) of polynomials of degree
at most k that are non-negative on S. In addition, Q,;; C Q,, for all n, so that the
sequence (L,),en of outer approximations of Pk (S) is monotone non-increasing.
Moreover, it converges to Pi(S), i.e. (), en @n = Pr(S).

Soin contrast to Theorems 2.2 and 2.3, Theorem 2.4 is valid for arbitrary compact
sets S ¢ R? and non-negative (as opposed to positive) polynomials on S. On the
other hand, its practical use in over-approximating the convex cone Pk (S) by Q,
requires knowledge of moments ¢ = (¢4 ),y Of @ measure ¢ with supp(¢) = S.
This is only possible for specific sets and measures. Examples of such special sets
include the unit box, unit Euclidean ball, unit sphere, canonical simplex, discrete
cube {—1,1}¢, and their image by an affine transformation.

LP-based certificate. We next introduce another certificate of positivity which
does not use SOS. Given gi,...,gn € R[x], introduce the notation g* € R[x],
and (1 — g%) € R[x], with

X - g%(X) = g1(X) -+ gmu(x)® forall x € RY,
x> (1-g)%x) =0 -g(x))? (1 - gu(x) forallx e RY,
and the convex cone £,(g) C R[x] defined by
L,(g) = { Z Cap s’ (1- g)ﬁ: ¢ =(Cap) 2 O}. (2.12)
(@,B)eN"

Theorem 2.5 (Krivine 1964a,b, Vasilescu 2003). LetS c R? asin (2.7) be com-
pact and such that (possibly after scaling) 0 < g;(x) < 1forallx e S, =1,...,m.

Assume also that [1, g1, ..., g ] generates R[x].
(i) If a polynomial f € R[x] is (strictly) positive on §, then f € £,(g) for some
n, that is,
f= ) capgr-gf (2.13)
(a,B)eN?m

for some non-negative vector ¢ = (ca[g)(a’ Byenzn-
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(i) A sequence ¢ = (¢y),ena C R has a representing Borel measure on § if and
only if ¢(g” (1 — g)#) > 0 for all @, B € N,

Remark 2.6. Interestingly, as for Theorems 2.2 and 2.3, Theorem 2.5 also has
two facets. The algebraic facet (i) is concerned with representation of polynomials
that are positive on S, while facet (ii) is concerned with the S-moment problem
in real analysis. Hence Theorem 2.5 is another illustration of the duality between
polynomials positive on S and the S-moment problem.

2.4. Practical implementation of Positivstellensdtze via SDP or LP

In addition to being interesting in their own right, Theorems 2.2(i) and 2.5(i) have
another distinguishing feature. Both have a practical implementation that allows
us to perform interesting computations. Indeed:

e testing membership in Q,(g) is just solving a single semidefinite program,
whereas

e testing membership in £,,(g) is just solving a single linear program.

Testing membership in Q,(g). This is crucial for a practical and efficient imple-
mentation of the Moment-SOS hierarchy. Fortunately it can be done by solving a
semidefinite program. Namely, let f € R[x]; and recall that d; = [deg(g;)/2],
j =0,...,m. Then testing whether f € Q,(g) (where necessarily 2n > k) reduces

to solving
m
o= (X;,BY) foralla eNg, X; e S"4, (2.14)
j=0
X; >0, j=0,...,m, (2.15)

where the real symmetric matrices B’ € S*""=4) are defined in (2.3) (here with
n — d; instead of n). Each real symmetric matrix X; is a Gram matrix of a
polynomial o, j = 0,...,m. Next, (2.14) are linear equality constraints on the
unknown entries of X ;, while (2.15) is a positive semidefinite constraint on (X; );.": 0
to ensure that every o; is an SOS. (In (2.14), f,, = O whenever k < || < 2nbecause
f € R[x]x.) Observe that multiplying (2.14) by x* and summing up yields

= ) fax"
aeNg
m
:Z<X], Z Bﬁ,jxa>
Jj=0 UEBEI"
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= > X Ve, (OVia; (0T () (see (2.3))
Jj=0
= > Va0 XV, (%) g(X).

J=0

oj(x)

Hence checking whether (2.14)—(2.15) has a solution reduces to solving a semidef-
inite program.

Testing membership in L,(g). Obviously testing whether some polynomial f €
R[x]x is in £,(g) reduces to solving an LP problem. Indeed, with n such that
s := (max; deg(g;))" = k, it amounts to finding a non-negative vector ¢ = (cq,g),
(a,B) € Ni’”, such that

fy = ( D cap | |ei0ma —g;(x))’”) for all y € Y,
Y

(a,B)eNZ" Jj=1

and with f, = 0 whenever |y| > k. Clearly, the above constraints are /inear in the
unknown coefficients cqg > 0, so checking the existence of such a vector ¢ > 0
reduces to solving an LP problem.

2.5. Notes and sources

Most of the material is from Lasserre (20095, 2015). Good references for exhaustive
results on positive polynomials and moment problems are Laurent (2008), Marshall
(2008), Prestel and Denzel (2001), Schmiidgen (2017), Nie (2023) and Kocvara,
Mourrain and Riener (2023); see also Blekherman, Parrilo and Thomas (2012) for
related material on convex algebraic geometry.

Section 2.3. Theorem 2.4 is from Lasserre (2011, 2013). Interestingly, it is also
valid for some non-compact sets, such as the positive orthant R or even the whole
space RY. For the former, the measure ¢ can be chosen to be the exponential
measure d¢ = exp(— 2; x;) dx, while for the latter we may choose the Gaussian
measure d¢ = exp(—||x||?>/2) dx. In both cases we obtain a monotone sequence
(€2,,),exv of outer approximations, which converge to P(R¢) and P(R?) respectively.

Section 2.4. It is worth mentioning that other certificates of positivity (via convex
cones of positive polynomials) have also been defined to overcome (or at least
mitigate) the computational burden associated with testing membership in Q,(g)
in (2.14)—~(2.15) (via semidefinite programming). For instance, membership in
corresponding alternative convex cones can be checked by linear programming for
DSOS and second-order cone programming for SDSOS (Ahmadi and Majumdar
2019); see also Majumdar, Hall and Ahmadi (2020). An alternative described
in Section 3.8 is to consider a sparse version of Theorem 2.2 when P exhibits
some sparsity pattern. As we will see, it yields a sparsity-adapted version of the
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Moment-SOS hierarchy which can handle non-convex POPs with more than a
thousand variables; see also Magron and Wang (2023).

3. The Moment-SOS hierarchy in optimization

Consider the polynomial optimization problem (POP) P in (1.1), and assume that
its associated feasible set § ¢ R? is compact.

3.1. The Moment-SOS hierarchy

The underlying principle behind the Moment-SOS hierarchy is quite simple and
proceeds in two steps.

Viewing P in its equivalent formulation (1.3) (real algebraic glasses).

Step 1. We replace the hard constraint ‘f — A4 > 0 on S” with the equivalent
constraint f € Q(g) (where Q(g) is the quadratic module defined in (2.5)). Indeed,

ff=sup{d: f—-21>0o0nS}
A
=sup{d: f—1>0o0nS}
Pl
=Slip{/l:f—/l€Q(g)}, (3.1

where the second equality follows from Theorem 2.2(i) if the quadratic module
0O(g) is Archimedean. However, (3.1) is still an infinite-dimensional problem.

Step 2. Next, with ny := max[[deg(f)/2], max;[deg(g;)/2]], and n > ng, we
replace (3.1) with the more restrictive constraint

Ty = Sljp{ﬂi f=41€0n8)} (n2nop) (3.2)
= jup {/l: f-A= ZO'J' gj> 0j € Z[X]n-a;, Vj}, (3.3)
2T j=0

so that f* > 1, for all n > ng. A crucial feature of (3.3) is that it is a finite-
dimensional convex optimization problem, and more precisely a semidefinite pro-
gram. Therefore (3.3) can be solved (up to arbitrary fixed precision) in time
polynomial in its input size.

So, solving (3.2) for increasing values of n € N, we obtain a monotone non-
decreasing sequence (7;,), >, of lower bounds on the global minimum of f* of P.

Viewing P in its equivalent formulation (1.4) (real analysis glasses). First observe
that since f € R[x],

[rae= 3 5 [xas=3 fuon

aeNd aeNd
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Therefore
y= { / fdé: B(S) = 1}

= out ¢}n)f {{£,@): ¢o = 1; ¢ has a representing measure supported on S}.
=Pa)yend

Again we proceed in two steps.

Step 1. If Q(g) is Archimedean, then by invoking Theorem 2.2(ii), we may replace
the constraint ‘¢ has a representing measure supported on S° with the equivalent
constraint ‘M,(g; - ¢) > O for all j = 0,...,m, and all n € N’. However, the
optimization problem

f :¢:i?¢f ){(f,¢); po=1; M,(gj-¢) >0, j=0,...,m, n € N} (3.4)
is still infinite-dimensional.
Step 2. Next we replace (3.4) with its truncated versions

Tn =¢:i{1¢f ){<f, #):do=1; My_q,(g;-$) =0, j=0,...,m}, 3.5)

where n > ng with ng = max[[deg(f)/2], max;[deg(g;)/2]]. For each fixed n,
(3.5) is a finite-dimensional semidefinite program.

Clearly, 7, < 1,41 < f* forall n > ng, and therefore, solving (3.5) for increasing
values of n € N, we obtain a monotone non-decreasing sequence (7,),>n, of lower
bounds on the global minimum of f* of P.

In fact the semidefinite program (3.3) is the dual of the semidefinite program
(3.5), and by weak duality in convex optimization,

<1y < f° foralln > ny. (3.6)

As is clear from its formulation, (3.5) is a semidefinite relaxation of P as its
constraints are only necessary conditions for ¢ to have a representing measure ¢
on S. We call (3.5) a Moment-relaxation of P.

On the other hand, its dual (3.3) is a reinforcement (or strengthening) of P (viewed
as the maximization problem (1.3)) as we have replaced ‘f — A4 > O on S with the
sufficient condition ‘f — 1 € Q,(g)’. We call (3.3) an SOS-reinforcement (or SOS-
strengthening) of P, whence the name ‘Moment-SOS hierarchy’ for (3.3)—(3.5). In
both cases we obtain a lower bound 7, (resp. 7;;) on f*.

When 7,, = f* (resp. 7, = f*) for some n, we say that the degree-n Moment-
relaxation (3.5) (resp. the degree-n SOS-reinforcement (3.3)) of P is exact. In
addition, if 7,, = f* and an optimal solution ¢* of (3.5) satisfies rank(M,,(¢*)) = 1,
then ¢* is simply the vector of moments up to degree 2n of the Dirac measure
0(x*} at a global minimizer x* € §. In particular, the subvector ¢*(x;);=;
first-order moments is just the vector x*.

.....
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In summary, the ultimate goal of the Moment-relaxation (3.5) is to obtain, at
some step 7, an optimal solution ¢* € RS which is the vector of moments (up
to degree 2n) of the Dirac measure 0 (x+} at a minimizer x* € §.

When P has a unique global minimizer x* € S, this happens generically; in the
case of finitely many global minimizers it will happen generically that at some step
n, ¢* is the vector of moments of a convex combination of Dirac measures at such
global minimizers; see Theorem 3.3 and Lemma 3.4 below.

Remark 3.1.

(a) As explained above, it is more appropriate to call (3.3) an SOS-reinforcement
of P instead of an SOS-relaxation of P, as is sometimes written in the literature.
Of course, it is also the dual of the Moment-relaxation (3.5) of P. (Relaxing in
the primal is equivalent to reinforcing in the dual.)

(b) We call (1.3) (resp. (3.5)) a primal formulation (resp. a primal semidefinite
relaxation) of P because in solving P we are mainly interested in an optimal
solution x* € S (a global minimizer of P), so the primary variable of interest
isx € § ¢ R, If x* € § is an optimal solution of P then ¢* = ((X*)*), e is
an optimal solution of (3.4).

Then (3.2) is the dual of the semidefinite relaxation (3.5), and we will see that
indeed, when 7, = f* for some n and (3.2) has an optimal solution o-J"f € Z[X]n-a;>
j =0,...,m, then o-;f(x*) = /lj. > 0 for all j = 1,...,m, where the A% are
optimal Karush—Kahn—Tucker (KKT) Lagrange multipliers associated with a global
minimizer x* € S.

Computational considerations. The Moment-relaxation (3.5) is a semidefinite pro-
gram with

. (dtlz") variables ¢,

d+n—dj

e m + 1 moment-localizing matrices of size ( d

),ij,...,m,

while the SOS-strengthening (3.3) is a semidefinite program with

o |+ Z;.”:O (d+2r;_2d-") variables (1, (00)a, - - - » (Tim)a),
e m + 1 semidefinite constraints for matrices of size (d”;_df ). j=0,....m,
° (dtf") equality constraints.

For fixed dimension d, the size of matrices and the number of variables in the
primal and dual semidefinite programs are polynomial in n. Therefore in principle
they can be solved efficiently (up to arbitrary fixed precision) in time polynomial in
their input size.* However, in view of their non-modest size and the current status
of semidefinite solvers, such semidefinite programs can be solved only for POPs

4 More details can be found in O’Donnell (2017), for example.
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of modest dimension d and small degree-n relaxation. So in its canonical form
(3.3)—(3.5), the Moment-SOS hierarchy is limited to POPs of modest dimension.
However, fortunately we find the following.

e Practice reveals that finite convergence often occurs at low degree n.

e As is often the case for many POPs of large dimension d, some sparsity
pattern or symmetries are present. It turns out that they can be exploited
to define appropriate Moment-relaxations (resp. SOS-strengthenings) of P
whose size is still compatible with current SDP solvers; see Section 3.8 for
more details.

e Another possibility is to neglect the costly interior-point methods of SDP
solvers and solve the semidefinite programs (3.3) and (3.5) by first-order
methods; see e.g. Yurtsever ef al. (2021) and Ngoc Hoang Anh Mai, Lasserre
and Magron (2023).

More details are provided in Section 3.8.

3.2. Convergence of the Moment-SOS hierarchy

Observe that if S ¢ R is compact then S is contained in the Euclidean ball of
radius M for some M > 0, and in many applications M is known. Therefore the
quadratic constraint M? — ||x||> > 0 is redundant when x € S.

For a practical implementation of the Moment-SOS hierarchy, it is indeed always
recommended to add the redundant constraint g;(x) := M? — ||x||> > 0 in the
definition (2.7) of S. Moreover, to avoid possible numerical ill-conditioning if
M is large, it is even recommended to scale problem P in such a manner that
S c By := {x: ||x|]| < 1} so that g;(x) = 1 — ||x||>. Hence we state this formally.

Assumption 3.2. S c R? defined in (2.7) is compact with x — g1(x) = 1 — [|x]|?
(so that § C By).

The reason for doing this is because under Assumption 3.2, the quadratic module
Q(g) in (2.5) is guaranteed to be Archimedean, a crucial property for convergence
of the Moment-SOS hierarchy. (In general, proving that Q(g) is Archimedean may
not be trivial.)

Theorem 3.3. With S ¢ R? as in (2.7), let Assumption 3.2 hold and let 7,, (resp.
7,) be as in (3.5) (resp. (3.3)) for all n > ng. Then the following hold.

(a) We have 7, = 1, for all n > ng, and for every n > nog, the semidefinite

relaxation (3.5) has an optimal solution ¢" = (¢g)aeN§1 . Moreover, both
sequences (T;,)n>n, and (7). >n, are monotone non-decreasing, and
lim 7, = lim 7, = ™. (3.7)
n—00 n—0oo
(b) If ¢" is an optimal solution of (3.5), let v := max ;= .__,,[deg(g;)/2]. If
rank M, (¢") = rank M,_, (¢") (= s), (3.8)
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for some v < t < n, then 7, = 7, = f* and from the vector ¢" one may extract
x*(¢{) e S,¢=1,...,s, where each x*({) € S is a global minimizer of P, that

is, fx*()=f*€=1,...,s.

(c) If int(S) # 0, then for every n > ng, the SOS-strengthening (3.3) of P has an
optimal solution (7, a'g, ce s O)e

Convergence of minimizers. Theorem 3.3 states that the sequence (7,,);>n, Of
optimal values converges to the global minimum f* of P as the degree n increases,
and moreover extraction of minimizers is also obtained if the degree-n Moment-
relaxation is exact (7, = f*) and the flat extension condition (3.8) holds. But
what about the sequence of minimizers (¢"),,, when the convergence is only
asymptotic (as opposed to finite)?

Lemma 3.4. Let the sequence (¢"),>,, with ¢" = (¢g)a€N§1 be as in The-
orem 3.3(a). If x* € S is the unique global minimizer of P, then

lim ¢! (: lim ¢”(x“)> = (x)* forall @ € N¢. (3.9)
n—oo n—0oo
In particular, lim,,_,c ¢"(x;) = x;.“ foreveryi=1,...,d.

So when P has a unique global minimizer and convergence of the Moment-
relaxation (3.5) is only asymptotic (as opposed to finite), Lemma 3.4 states that
the vector of degree-1 moments (¢"(x;));=1....q converges to the unique global
minimizer x* € § as n increases.

Notice that (3.9) is also interesting even if finite convergence takes place at
some 7, because we may already obtain a good approximation of x* € S from the
degree-1 moments of ¢’ for 1 < n.

.....

Equality constraints. Of course, in (2.7) we may tolerate equality constraints
gj(x) > 0and g;41(x) > Owith g,y = —g;, j € J, forsomesubsetJ C {1,...,m},
in which case we simply write g;(x) = 0, j € J (and remove the constraint
gj+1 = 0). The resulting modifications are as follows.

e In (3.3) the unknown SOS weight o; € X[x],-4, is now a polynomial in
R[x]a(1-4;) and no longer an SOS.

e In (3.5) the positive semidefinite constraint M,—4;(g; - ¢) = 0 now reads as
the equality constraints M,—4;(g; - ¢) = 0 on the variables (¢a ).

e Theorem 3.3(a,b) remains valid, whereas Theorem 3.3(c) needs some adjust-
ment since int(S) = (. For instance, if the ideal (g;);e; C R[x] generated
by the polynomials g; associated with the equality constraints is real radical,
then for n sufficiently large, the SOS-strengthening (3.3) of P has an optimal
solution (7;,, (Tg, ce O
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Pseudo-Boolean case. An important case is when S ¢ {-1,1}¢ (or equivalently
{0, 1}¢ after a simple linear transformation), that is, J = {1,...,d} and

S={xeR":x;-1=0,j€el; gix20,,¢J} (3.10)

of which the celebrated Max-Cut problem is a particular case (no inequality con-
straint). Then the ideal

(x?—l)}.ej = (x%—l,...,xfi— 1>
is indeed real radical and Theorem 3.3 applies. Of course, in this case it follows that
7, = f* whenever n > d + max; d;, and therefore the semidefinite relaxation (3.5)
is not interesting as it contains 24 variables ¢o. But the interest of Theorem 3.3
is that (3.8) may take place for n < d. For instance, in most random instances of
Max-Cut problems with d = 11, we observe f* = 1, (and even f* = 7] in several
cases).

3.3. A global optimality condition for polynomial optimization

Theorem 3.3(a) guarantees that asymptotically as n increases, we recover the global
optimum f*, and moreover, by Theorem 3.3(b), finite convergence takes place
whenever the so-called flatness condition (3.8) holds at some degree n. In the
latter case we can say more. Indeed, and remarkably, one can provide a global
optimality condition for non-convex POPs, of the same flavour as the celebrated
KKT optimality conditions for convex optimization, and under the same second-
order sufficiency condition.

We first recall the well-known standard first-order necessary and second-order
sufficient KKT optimality conditions in non-linear programming (NLP).

First-order necessary KKT optimality conditions. With S as in (2.7), let x* € S be
a local minimizer of P, and let I(x*) == {j € {1,...,m}: g;(x*) = 0} be the set of
active constraints at x* € S. With $471 := {x e R?: ||x|| = 1}, let

(x)t = {ue s (u,Vg(x)) =0, Vj € I(x)}.

If the gradients Vg ;(x*), j € I(x"), are linearly independent, there exists 4" € RY"
such that

VF(x*) — Z/lj- Vgi(x") =0, A5g;(x)=0,j=1,....m. 3.11)
j=1

Moreover, strict complementarity holds if A% > 0 whenever g;(x*) = 0. Next,
observe that if in addition f and —g; are convex, then the Lagrangian

X LX) = f(x)- f* - Z/lj gj(x) forallx e R4
j=1

is convex, non-negative, and satisfies VL(x*) = 0. Hence x* is also a global
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minimizer of L on the whole space R4, and L(x) > L(x*) = 0 for all x € R9. This
is a very strong property of the convex case.

Second-order sufficient KKT optimality condition holds at a local minimizer X* € S
of P. If (i) (3.11) and strict complementarity hold at (x*, A*), and (ii) in addition,

m
<u, (sz(x*) - Za; Vzgj(x*)> u> >0 forallue (x*)*. (3.12)
j=1
If (3.11), strict complementarity and (3.12) hold at a global minimizer x* € S of
P, then we obtain a remarkable certificate of global optimality.

Theorem 3.5 (certificate of global optimality). With S asin (2.7), letx* € S be
a global minimizer of P, and assume the following.

(i) The gradients Vg;(x*), j € I(x*), are linearly independent (so that (3.11)
holds for some 2" € RY}") and strict complementarity holds at (x*, 1%).

(ii) Second-order sufficient condition (3.12) holds at (x*, 1%).

Then there exists n € N such that the SOS-strengthening (3.3) is exact, that is,

fx)—f"= Z o-;f(x) gj(x) forallx e Rd, (3.13)
j=0
U;-‘(x*)gj(x*) =0, j=0,...,m, (3.14)

for some SOS polynomials U;? € X[x]y-a;. Moreover, let A= j) € RY" with

/ij = a-]*.(x*), j =1,...,m. Then the pair (x*,;l) € § x R satisfies (3.11) and
(3.12).

As animmediate consequence of Theorem 3.5, finite convergence of the Moment-
SOS hierarchy takes place at degree n, i.e. 7, = 7, = f~.

Remark 3.6. We claim that Theorem 3.5, which provides an algebraic certificate
of global optimality, is the perfect analogue for non-convex polynomial optimization
of the KKT optimality conditions for convex optimization. Indeed, if f and —g; are
all convex, then any local optimizer x* € § is a global minimizer and then (3.11)
implies

m

X - L(x) = f(x) - f* - Zz; gj(x) >0 forallx € RY, (3.15)

j=1
L(x*) =0. (3.16)

But this of course is valid because f and —g; are convex, a very specific case. In
general a global minimizer x* € S is not a global minimizer of the Lagrangian L
on R4,
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On the other hand, Theorem 3.5 states that if x* € S is a global minimizer, then
under the standard second-order sufficient KKT optimality condition in NLP, x* is
also a global minimizer of the extended Lagrangian

m

I:::f—f*—Zcr;gj

J=1

over the whole space R?. Indeed,

Lx) = f(x) - f* - Z Ti(X)g;(X) = 0g(x) (> 0) forallx eRY,  (3.17)
j=1
L(x*)=0. (3.18)

So in (3.17) the extended Lagrangian L looks like the standard Lagrangian L in
(3.15) except that the scalar weight /l*]. is now replaced by the SOS polynomial

weight o*. Moreover, the scalar A j= U;(X*) is a standard Lagrange—KKT multi-
plier associated with the constraint g; > 0 (like /lj. in (3.15)).

Intgrestingly, if the constraint g; > 0 is not active at X" € S (i.e. g;(x*) > 0),
then 4; = (r;(x*) = 0, but in general the SOS polynomial o-J”.‘ is not the trivial
polynomial equal to zero. In fact, suppose that the constraint g; > 0 is important
even if it is not active at a global minimizer x*, meaning that if we remove that
constraint in the definition (2.7) of S, then the new global minimum of the modified
problem P is strictly smaller than f*. Then, quite remarkably, o7 # 0. In other
words, a non-trivial SOS multiplier 0';.‘ in Putinar’s certificate of global optimality
(3.13) identifies g; > 0 as an important constraint, even if it is not active at global
minimizers.

3.4. Genericity

In view of the remarkable form of Theorem 3.5, we may wonder how ‘generic’ the
results of Theorem 3.5 might be. It turns out that Theorem 3.5 holds generically in
arigorous sense.

More precisely, let m e Nand r; € N, j =0,...,m, be fixed, and consider the
family of POPs whose (possibly empty) feasible set S ¢ R is as in (2.7) for some
polynomials g; € R[x],;, and its criterion is some polynomial f* € R[X]y,.

Recall that s(7) := (d”). So a vector 8 € R? with a = ;”: o 8(rj) completely

t
specifies an instance P(6) of such a problem P. The next result is due to Nie (2014).

Theorem 3.7. There exists an integer L and finitely many real polynomials
©1,...,9r € R[] in the coeflicients @ of the polynomials f,g,...,gm, such
that if (@) # 0 for all £ = 1,...,L, then (3.11), strict complementarity and
second-order sufficient KKT optimality condition (3.12) hold at any global min-
imizer of problem P(6).
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As a result, there exists n € N such that (3.13) and (3.14) hold at every global
minimizer x* € S of P(0), that is, finite convergence of the Moment-SOS hierarchy
is generic.

3.5. The convex case

In this section we consider the particular case when P is a convex program, that is,
when the polynomials f and —g; are all convex, and thus the set S in (2.7) is convex.
This class of problems is very important as they are considered ‘easy’ or at least
‘easier’ than non-convex problems. Indeed, as any local optimum of P is a global
optimum, then P can be solved by several powerful local optimization algorithms.

So as the Moment-SOS hierarchy is able to solve difficult non-convex problems
P, a natural question is: How does the Moment-SOS hierarchy behave when P is a
convex program?

The reason why such a question is relevant is because if the Moment-SOS
hierarchy were not efficient in solving a convex problem, then one might raise
reasonable doubts as to its efficiency in solving more difficult problems!

SOS-convex programs. Let us first consider the class of SOS-convex polynomials.

Definition 3.8. A polynomial f € R[x] is SOS-convex if its Hessian V2 f is an
SOS-matrix polynomial, that is, V>f = L LT for some real matrix polynomial
L € R[x]?* (for some integer s). In particular, every SOS-convex polynomial is
convex and all quadratic convex polynomials are SOS-convex.

We have the following characterizations of SOS-convexity.
Theorem 3.9. Let f € R[x]. The following four propositions are equivalent:

(i) f is SOS-convex,

(i) V?fis SOS,
(iii) (x,y) = f(x)/2+ f(y)/2 - f((x+y)/2) is SOS,
(iv) (x,y) = f(x) = f(y) = (Vf(y), (x —y) is SOS.

Notice that if f and —g; are convex, then necessarily their degree is either one
or even. Importantly, SOS-convexity can be checked numerically by solving a
semidefinite program (e.g. following Theorem 3.9(iii) and Section 2.2). The next
result states that the Moment-SOS hierarchy somehow ‘recognizes’ easy SOS-
convex problems.

5 The set S in (2.7) may be convex even if the —g; are not convex (e.g. they can be quasi-convex).
Convex programming usually refers to the case where f and the —g; are all convex.
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Theorem 3.10. Let S beasin (2.7) and let Slater’s condition hold (i.e. there exists
Xo € § such that g;(xo) > O for all j). If f and —g; are all SOS-convex, then with

n’ = max[deg(f)/2, max;[deg(g/)/2]],
f_f*:ag;+2/lj-gj (3.19)
J=1

for some scalars /lj. > 0 and some oyj € X[x],/. In addition,
fr= Hgn{¢(f)i ¢ =1; My ($) = 0; ¢(g;) 20, j=1,....,m}.  (3.20)

Moreover, ¢*(x;) = x}, for all i = 1,...,d, where ¢ is an optimal solution of
(3.20), and x* € S is a local (hence global) minimizer of P.

It is also fairly straightforward to check that in (3.19), A* = (/l;)ls j<m are
Lagrange—KKT multipliers at an optimal solution x* € S of P.

Next, observe that the semidefinite Moment-relaxation (3.20) is a particular case
of (3.5) where the constraints M,—4,(g; - ¢) = 0 are replaced by the simpler
Mo(g; - #) > 0 (i.e. the scalar linear inequality constraint ¢(g;) > 0).

However, if we were unaware that f and —g; were SOS-convex and we solved
(3.5) as a general POP, then we would still obtain f* = 7,,, that is, the first
Moment-relaxation of the hierarchy would be exact. In other words, the Moment-
SOS hierarchy has recognized that P was a convex (easy) problem.

The reason why the Moment-relaxation (3.5) can be replaced by the simpler
(3.20) is because linear functionals ¢ € R[x]] such that M, (¢) > 0 have a nice

2
property when acting on SOS-convex polynomials.

Lemma 3.11 (Jensen’s inequality for linear functionals). Let ¢ € R[x]] be
such that M,,(¢) > 0, ¢(1) = 1, and let x* = ((x1), ..., d(xy)) € R?. Then

é(f) = f(x*) for every SOS-convex polynomial f € R[x],,,. (3.21)
So let ¢* be an optimal solution of

T, =n}¢in{¢(f)i p()=1; My (9) = 0; ¢(g;) 20, j=1,....m}.

Of course, 7,, < f*, as 7,, is the optimal value of a relaxation of P. As f and —g;
are SOS-convex, and with X* := (¢*(x1), ..., ¢*(xq)) € R?,

7, =¢"(f) > fX"), 0<¢"(g) <g;x"), j=1,...,m,

which implies x* € S and f(x*) < 7,, < f*, so that X" is a global minimizer of P.

General convex POPs. Inthe more general case of convex POPs, we also obtain fi-
nite convergence under some strict convexity assumption at every global minimizer
x*eS.
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Theorem 3.12. With S c R as in (2.7), assume that Q(g) is Archimedean,
Slater’s condition holds, and f and —g; are convex, j = 1,...,m. If V2 f(x*) >
0 at every global minimizer x* € § (assumed to be finitely many), then finite
convergence takes place, that is, the Moment-relaxation (3.5) of P is exact at some
degree n. Moreover, the SOS-strengthening (3.3) of P is also exact, and both (3.5)
and (3.3) have an optimal solution ¢” and (1%, Tys -+ > Opy), TESPECtivEly.

So again without specifying that P is convex, the Moment-SOS hierarchy will
converge in finitely many steps. However, in contrast to Theorem 3.9, in The-
orem 3.12 we do not specify at which step »n finite convergence takes place.

3.6. General versus ad hoc

We would like to emphasize that Theorem 3.5 is a fairly general global optimality
condition that holds generically for POPs, hence with non-convex criterion and
non-convex (and possibly disconnected) feasible sets S, and even with mixed-
integer variables. The only requirement is to be able to translate all constraints of
the problem into polynomial inequality and equality constraints.

Usually generality is at the price of reduced efficiency, and the usual algorithmic
practice of optimization suggests using ad hoc algorithms, i.e. algorithms tailored
to the type of problem to be solved. Indeed, for instance, if x; € {0, 1}, i € I, for
some 1, it is not a good idea to model this constraint with the equality constraints
xl.2 —x; =0, i € I, and then use standard first-order or second-order methods to
obtain an (only local) optimum. We typically use Branch and Bound (or Branch
and Cut) methods.

Remarkably, the Moment-SOS hierarchy does not suffer from its generality in
just describing any POP by a set of polynomial inequality and equality constraints.
(Of course, some descriptions may be more interesting than others.) Indeed, for in-
stance, for SOS-convex programs and in particular convex quadratically constrained
quadratic programs (convex QCQPs), Theorem 3.9 ensures that finite convergence
takes place at the first step of the hierarchy, without the need to specify that the
POP is SOS-convex. Similarly, if f and —g; are all convex, and V2 f(x) > 0 at all
global minimizers x € S, then finite convergence also takes place.

Of course, again, we do not claim that the Moment-SOS hierarchy is the most
efficient algorithm for solving such convex problems, and indeed other efficient al-
gorithms exist. But this remark simply emphasizes that, in some way, the Moment-
SOS hierarchy recognizes easy problems (convex programs are usually considered
easier to solve) as finite convergence takes place quickly. On the other hand,
the Moment-SOS hierarchy has also been recognized by the theoretical computer
science research community as a meta-algorithm which provides the best lower
bounds for many combinatorial optimization problems, and in particular problems
with {0, 1} (or {-1,1}) variables such as Max-Cut and its variants, which are
notoriously difficult NP-hard problems. It is now considered an important tool for
proving/disproving Khot’s celebrated Unique Games Conjecture.
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Table 3.1. Rates of convergence for the hierarchy of lower bounds (Slot 2022).

S Error f* -1,  Certificate Reference

Archimedean o(1/n°) Putinar Baldi and Mourrain (2022)
Compact o(1/n°) Schmiidgen  Schweighofer (2005)

§é-1 o(1/n?) Putinar Fang and Fawzi (2021)

B o(1/n?) Putinar Slot (2022)

[-1,1]¢ o(1/n? Schmiidgen  Laurent and Slot (2023)
A4 o(1/n?) Schmiidgen  Slot (2022)

3.7. Rates of convergence

In this section we provide rates of convergence for the Moment-SOS hierarchy
of lower bounds on general compact basic semi-algebraic sets. Those rates have
been refined for specific sets like the unit sphere S¢~!, the unit ball B¢ = {x €
R<: ||x||> < 1}, the box [—1, 1]¢, and the simplex A? = {x e R?: 1 —eTx > 0}.

Table 3.1 is taken from Slot (2022). The first column is related to the set
S c R4, and ‘Archimedean’ means that the quadratic module Q(g) in (2.5) as-
sociated with §, is Archimedean (an algebraic certificate of its compactness used
in Putinar’s Positivstellensatz). The third column, ‘Certificate’, specifies whether
in the Moment-SOS hierarchy we use Putinar’s certificate (Theorem 2.2) or the
more costly Schmiidgen’s certificate (Theorem 2.3) for the semidefinite relaxation
(3.3). In the notation O(1/n¢), n is the order (or degree) of the semidefinite re-
laxations (3.3)—(3.5), and ¢ is some positive constant. The rate O(1/n) means
that f* — 7, < M /n¢ for some constant M > 0, where f* is the global minimum
and 7, (< f*) is as in (3.5). Finally, for optimization of trigonometric polyno-
mials (and hence for POPs on the box [0, 1]¢ as well) and under some condition
on global minimizers (isolated and with positive definite Hessian), an exponential
rate of convergence has been provided in Bach and Rudi (2023). This shows that
beyond general results such as those in Table 3.1, there is hope for even faster rate
convergence, at the price of some additional conditions on the minimizers or the
set S.

3.8. Handling sparsity

As already mentioned, in its canonical form (3.3)—(3.5), the Moment-SOS hierarchy
is limited to problems P of modest dimension, even though for fixed dimension d
the size parameters of each Moment-relaxation (3.5) are polynomial in the degree n.
This is because, (3.5) being a semidefinite program, efficient algorithms based on
interior-point methods are still very time-consuming. Fortunately, practice reveals
that Moment-relaxations (3.5) of low degree n already provide tight lower bounds
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on f*, and are sometimes exact. In addition, large-scale problems P usually exhibit
some sparsity pattern or symmetries. For instance, as is typical for applications in
large dimension d, (i) each constraint g; > 0 in (2.7) sees only some small subset
of variables {x;: i € I} with I}, C {1,...,d}, and (ii) the criterion f of P is very
often a sum ), fi of (low degree) polynomials fi, where each polynomial f; only
sees variables {x;: i € Ix}. This type of sparsity is called correlative sparsity.
Also, another type of sparsity called term sparsity occurs when all polynomials f
and g; in the description (2.7) of P contain a few monomials only. It turns out
that correlative and term sparsity can be exploited so as to yield a new sparsity-
adapted Moment-SOS hierarchy of semidefinite relaxations of P. These two types
of sparsity can even be combined for further efficiency; see e.g. Wang, Magron,
Lasserre and Ngoc Hoang Anh Mai (2022) and Magron and Wang (2023).

For the sake of completeness, we now briefly describe how correlative sparsity
allows us to define an appropriate sparsity-adapted Moment-SOS hierarchy that
can handle large-scale POPs.

Assumption 3.13. With P asin (1.1) with S C R4 as in (2.7):

e [p:={1,...,d} = U‘;::l I (with possible overlaps),
e R[x; ;] is the ring of polynomials in the variables {x;: i € I} },
o f=X7_, fiwith fy eR[x; k], k=1,...,p,

e foreach j =1,...,m, g; € R[x; /] for some k € {1,..., p}, solet

Jk::{j:ngR[X;Ik]}, kzl”p

Of course, as we will see next, Assumption 3.13 is interesting when the cardinal
#1; of Iy is small forevery k = 1,..., p.

Observe that if g € R[x; I ], then in the expansion g(x) = 3, cpa 8o X%, @; =0
if i ¢ I, whenever g, # 0. So let

NO = (@ eN: a;=0,VigL), k=1,...,p,

NE{" = {aeN(k): Zaqgn}, k=1,...,p.
i

Next, given ¢ = (Pg)yene, define M, (@; Ix) to be the submatrix of M,,(¢) whose
rows and columns are associated with monomials (x%), a € Nﬁlk). Similarly, when
J € Jk, the localizing matrix M,(g; - ¢; Ix) is the submatrix of M,,(g; - ¢) whose

. . . k
rows and columns are associated with monomials (x%), @ € Nﬁl_) d.
J

https://doi.org/10.1017/50962492923000053 Published online by Cambridge University Press


https://doi.org/10.1017/S0962492923000053

866 J. B. LASSERRE

When Assumption 3.13 holds, it is quite natural to define Moment-relaxations

= inf {Z $(fo): do = 1;

n(¢,1k)20, k: 1,...,p
Mn—dj(gj-(b;lk) >0,Vjed; k= 1,-..,])}. (3.22)

The reason why (3.22) is appealing is because the size of the matrix M,,(@; Iy) is
sk(n) = (#I’::”) while that of M, 4, (g - @) is s(n—d ). Therefore, if #I; < d, then
si(n) < s(n) and si(n —d;) < s(n —d;j). So for a semidefinite solver it is always
definitely better to have several (and perhaps even many) small-size matrices rather
than a single large-size matrix constrained to be positive semidefinite.

It is quite straightforward to obtain that 7, = < f* for all n > ng. Indeed,
TP < 1, < f* (where 1, is the optimal Value of the degree-n Moment-relaxation
(3.5)). Moreover, the sequence (TP 15 k, 18 monotone non-decreasing and, being
bounded above, converges to some y < f*.

Again assume (possibly after scaling) that the quadratic polynomial 1 — ||x||? is
in the quadratic module Q(g), and therefore we can and do add the p redundant
constraints

1—Zx2>o k=1,...,p, (3.23)

el

to the definition of S.

Theorem 3.14 (Lasserre 2006). LetS c R be as in (2.7) with constraints (3.23)
in its definition (2.7), and consider the hierarchy of semidefinite relaxations (3.22)
with optimal value 7,”""°. Then 7,7""*° Ty < f*, as n increases. Moreover, if for

every k =2,...,p,
k-1
I N <U 1j> c I, (3.24)
j=1

for some € € {1,...,k— 1}, theny = f*.

The condition (3.24) is called the running intersection property. It has the
following important property: suppose that we are given p probability measures
¢; onR*i j=1,..., p, which are compatible, that is, such that for all pairs (i, /)
with I; ﬁ]j #0,

/ x*dgi(x e ;N 1) = / x*dg;j(x e I; n1;) forall @ € N*i"i,
If (3.24) holds then there exists a probability measure ¢ on R such that

/x“d¢:/x”d¢j foralla e N*li,  j=1,...,p.
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That is, given local measures ¢; on R*j that are compatible, we can reconstruct
a global measure on R whose marginal on R*S is ¢;, for all j = 1,...,p.
Therefore the local information provided by the ¢; corresponds to partial (but
consistent) knowledge of global information that we do not necessarily need.

On the dual side of positive polynomials we have the following sparse version
of Putinar’s Positivstellensatz.

Theorem 3.15 (sparse Positivstellensatz (Lasserre 2006)). Let S C R% be as
in (2.7) with constraints (3.23) in its definition (2.7), and let f = 227:1 fr with
fr eR[x; Ik ], k=1,...,p. If (3.24) holds and f > O on S, then

p
f(x)= Z <0'0,k(X) + Z o k(x) gj(x)> forall x € Rd, (3.25)
k=1 jeJk
for some SOS polynomials 0 x, 0 x € Z[X, ], j € Jr, k=1,...,p.

Theorem 3.15 provides a sparsity-adapted certificate of positivity a /a Putinar
where the SOS weight o; associated with a constraint g; > 0, j € Ji, ‘sees’” only
the variables {x;: i € I;}.

To cite a few examples, such sparsity-adapted semidefinite relaxations have been
implemented for solving the optimal power flow (OPF) problem in the management
of large-scale electricity networks (Molzhan and Hiskens 2015, Molzahn and Josz
2018), in geometric perception (Yang and Carlone 2023), robotics (Rosen, Carlone,
Bandera and Leonard 2019) and sensor network localization (Nie 2009), as well as
in Nie and Demmel (2008).

3.9. Notes and sources

Section 3 is mainly based on Lasserre (20095, 2015), where the reader can find all
proofs (or references to papers with proofs).

Section 3.1. The Moment-SOS hierarchy was first proposed in Lasserre (2000,
2001).

Sections 3.3-3.4. Theorems 3.5 and 3.7 are due to Nie (2014). Further, Nie (2013)
shows that the flatness condition (3.8) at an optimal solution of the Moment-
relaxation (3.5) also holds generically. A refinement of these results is provided
in Baldi and Mourrain (2022). Those results are important as they guarantee
that the Moment-SOS hierarchy has finite convergence, generically (in the sense of
Theorem 3.7), and that one may extract global minimizers from an optimal solution
of the semidefinite relaxation (3.5).

Sections 3.5-3.6. These are mainly taken from Lasserre (2015, Chapter 13). See
also Lasserre (2009a) and de Klerk and Laurent (2011).

Section 3.7. This is essentially based on Slot (2022).
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Section 3.8. Correlative sparsity was first proposed as a heuristic in Kojima, Kim
and Maramatsu (2005) and Waki, Kim, Kojima and Maramatsu (2006), while
its proof of convergence was provided in Lasserre (2006). Term sparsity was first
described in Wang, Li and Xia (2019) and further exploited in the TSSOS hierarchy
of Wang, Magron and Lasserre (2021). Finally, the combination of correlative and
term sparsity which yields the CS-TSSOS hierarchy is described in Wang et al.
(2022). The interested reader is referred to the book by Magron and Wang (2023),
which, among other things, describes various forms of sparsity and associated
Moment-relaxations based on appropriate cones of positive polynomials.

Finally let us mention that a lower bound 7,, < f*, obtained by the Moment-SOS
hierarchy even at low degree n, can also be useful to ‘gauge’ how far from f* is
the value f(X) of a feasible solution X € S obtained by some numerical (local)
optimization algorithm. Indeed, if f(X) — 7, is not too large, then in some way
T, certifies that the local optimization algorithm has produced a good feasible
solution.

4. The Moment-LP hierarchy

As seen in Section 3, the Moment-SOS hierarchy is based on the use of Putinar’s
certificate of positivity (2.9) and its convergence relies on Theorem 2.2. We next
provide a hierarchy of LP relaxations whose associated sequence of optimal values
also converges to the global optimum from below. Similarly as for the Moment-
SOS hierarchy, the Moment-LP hierarchy is also based on a positivity certificate,
namely that in (2.13), and its convergence relies on Theorem 2.5.

Assumption 4.1. With § ¢ R as in (2.7), assume that S is compact, 0 < g i<l
on S, for every j = 1,...,m, and the polynomials {1, gi, ..., g} generate R[x].

As § is compact, one can always rescale the g; (and possibly add redundant
constraints) to make the new definition of S satisfy Assumption 4.1. For more
details the interested reader is referred to Lasserre (2009b).

Next, with the same notation g and 1 — g as in (2.13), and n € N, introduce the
following linear program (LP):

P =min{g(f): 9(1) = 15 ¢(g” (1 - 2/) >0, (a, B) € NJ"}, (4.1)

where ¢ = (¢,,)), end, with s,, = max, g)enm deg(g®(1 - g)b).

By its very nature (4.1) is a linear program, and it is a relaxation of P because
the constraints in (4.1) are only necessary conditions on ¢ to be moments of a
probability measure supported on S; see Theorem 2.5. The dual of (4.1) is the
linear program

0l = max {/l:f—/lz > caﬁga(l—g)ﬁ}. (4.2)

Cap=0,1
ok (a0, B) eV
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In a similar manner, just as (3.3) was an SOS-strengthening of P in (1.3), the LP
(4.2) is now an LP-strengthening of P in (1.3). Of course, from duality for linear
programs, p, = p,, for all n.

Example 4.2. To better visualize the LP (4.1), consider the toy example where
§S=[0,1]={x:x>0; (1-x) >0} CR. Then, forn =2, ¢ = (¢;)o<j<2, and

o(1)=¢o, dxX) =1, ¢(1-x)=do—¢1, ¢ = ¢,
px(1 =x)) = d1 — ¢,  d((1 = x)*) = do — 261 + b2,

so that with f € R[x]y, x — f(x) = Zizo fi xk,
2
= min : =1; > 0; - ¢ = 0;
p2 = mi {;) bk fx: Po b1 b0 — ¢1

¢1—¢220; ¢o—2¢1 + ¢ = 0}-
Similarly,
Py =max{Ad: f(x) —A =coo+ciox +cor(l —x)
c>0,1
+coo x>+ cpx(l —x) + coa(1 —x)%, Vx € R},
or equivalently
P = maﬁ{/lz fo— A= coo + cot;
fi=cro—cot +ci1+cozs fo=co0—ci1+con}

Equality constraints are treated as for the Moment-SOS hierarchy. For instance,
in (4.1), a Boolean constraint xi2 = x; of P translates into the moment equality
constraints ¢(xf) = ¢(x;) forall k < n.

Theorem 4.3 (Lasserre 20096). With § as in (2.7), let Assumption 4.1 hold.
Then, as n increases, the sequences (p,)nen and (p),)nen are monotone non-
decreasing and converge to the global minimum f* of P.

4.1. The case of a convex polytope

We now assume that S ¢ R is a convex polytope (with non-empty interior), that is,
foreach j = 1,...,m, g; € R[x]; (g; is a polynomial of degree 1). In this case
Theorem 2.5 takes the following specific form.

Theorem 4.4 (Handelman 1988). Let S c R? be as in (2.7) with non-empty
interior and with all g; of degree 1, and assume that S is compact (hence § is a
convex polytope). If f € R[x] is positive on S, then there exists n € N and a
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non-negative vector ¢ = (Cq)qen, such that
= cag”. (4.3)
a@eN?

So the obvious analogue of (4.1) for a convex polytope now reads

Pn = H};n {o6(f): o(1) = 15 $(g") 2 0, @ e N}'} 4.4)
where ¢ = (¢,,)76N§1 with s, '= maxg ey deg(g”). The dual of (4.4) reads
* . _ _ 14
P, = cinﬁ))f/l{/l' f—-a= ;m Ca 8 } 4.5)
(o4 n

So an analogue of Theorem 4.3 reads as follows.

Theorem 4.5. Let S ¢ R be as in (2.7) with non-empty interior and with all g i
of degree 1, and assume that S is compact (hence S is a convex polytope). Let p,
(resp. p;,) be as in (4.4) (resp. (4.5)). Then, as n increases, both sequences (0, )nen
and (p},)nen are monotone non-decreasing and converge to the global minimum f*
of P.

On 0/1 discrete problems and RLT. Consider discrete optimization problems P
min { f(x): x € S} for which the set of feasible solutions is of the form
S={xe{0,1}¥: g;x)>0, j=1,...,m}
:{xeRd: gix) >0, j=1,...,m; xiz—x,- =0,i=1,...,d}.
This formulation includes many combinatorial optimization problems, including
the celebrated Max-Cut problem and its variants on {—1, 1}¢ (after a simple linear
transformation). The so-called reformation—linearization technique (RLT) (Sherali
and Adams 1990, 1999) solves P when f and the g; are all linear. In the RLT we

‘lift’ P to a space of higher dimension. Namely, with ¢ < d fixed, we proceed as
follows.

o We define order-t bound-factor constraints

Apn =[x [[a-xp=0 forall (1, /),

ieJ; jeh
where J1,J, C{1,...,d},JiNJy=0and |J; UJ| =1t.
e Forevery j =1,...,m, we use the additional constraint factor-based restric-

tions
Ay 0, 8i(x) >0 forall (J1, o).

e Then, in each such constraint, we replace every occurrence of the power xf

with x;, and ‘linearize’ the resulting polynomial constraint, that is, every
occurrence of the non-linear monomial [];; x; is replaced by a variable y;
constrained to be non-negative.

https://doi.org/10.1017/50962492923000053 Published online by Cambridge University Press


https://doi.org/10.1017/S0962492923000053

THE MOMENT-SOS HIERARCHY 871

We end up with a linear program in a space of higher dimension s(¢ + 1) which
is an LP relaxation of P. In the RLT construction of this LP relaxation (which
ignores constraints of the form g* > 0), we recognize a particular case of the
Moment-LP relaxation (4.1) of P in the presence of Boolean constraints x? = Xx;,
foralli =1,...,d. Soitis fair to say that RLT, the first systematic construction of
a ‘hierarchy’ of LP relaxations for 0/1 programs, was implicitly based on positivity
certificates of the flavour (2.13), i.e. a la Krivine—Vasilescu.

4.2. Contrasting the Moment-SOS hierarchy with the Moment-LP hierarchy

At first glance we are tempted to favour the Moment-LP hierarchy because state-of-
the-art LP solvers are very efficient and can solve potentially very large-scale (even
huge) LPs, whereas in its canonical form (3.3)—(3.5) the Moment-SOS hierarchy
is limited to POPs of modest dimension and small degree of relaxation 7, unless
some sparsity or symmetries can be exploited. Unfortunately the Moment-LP
hierarchy has some serious drawbacks that also limit its application to problems of
modest dimension. Indeed, except for discrete and linear POPs, finite convergence
is impossible in general, even for convex problems!

However, for discrete problems with 0/1 variables, the Moment-LP hierarchy
can be combined with ad hoc heuristics. For instance, we may try to solve such
0/1 problems with Branch and Bound methods where, at each node of the search
tree, a lower bound associated with the node is computed by solving an appropriate
Moment-LP relaxation of the discrete subproblem associated with the node in the
Branch and Bound strategy.

Finite convergence is not possible in general. For clarity and simplicity of exposi-
tion, we illustrate this claim in the case where § is a convex polytope.

Proposition 4.6. Let S ¢ R be a convex polytope and consider the LP-strength-
ening (4.5) of P. If P has finitely many global minimizers and (4.5) is exact for
some degree n, then necessarily every global minimizer x* is a vertex of S.

Proof. Let0 < ¢* # 0 be an optimal solution of the degree-n LP relaxation (4.5),
and assume that (4.5) is exact, i.e. p;, = f*. Then

f(x) = f*= Z ¢t g1 (X)™ - gu(x)®  forall x € RY. (4.6)
aeNy?
In particular, at every global minimizer x* € S,
0= f(x*)— f* = Z ¢l g1 (XM -+ gu(x*)®  forall x € R, 4.7)
aeNy

So assume that there exists a global minimizer x* € § which is not a vertex,
and let I(x*) := {j € {1,...,m}: g;(x*) = O} be the set of active constraints at
x" € S. Observe that /(x*) # () because otherwise we would have g ;(x*) > 0 for all
j =1,...,m, which in turn by (4.7) implies ¢* = 0, in contradiction to ¢* # 0. So
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(4.7) already rules out the possibility of having a global minimizer in int(S). Next,
from (4.7) we may infer
C*

e >0 = a;>0 forsome e I(X). (4.8)

As x* is not a vertex and P has only finitely many global minimizers, the set
{y € §: I(y) = I(x*)} contains a point § € S which is not a global minimizer, i.e.
f(§) > f*. But then (4.6) combined with (4.8) yields the contradiction

0= Z Co 81 - gm(M™ = f(y) - f* > 0. 0

a@eN?

So Proposition 4.6 implies that for all problems P (on convex polytopes) with fi-
nitely many minimizers, a necessary condition for some degree-n LP-strengthening
(4.5) to be exact is that every global minimizer is a vertex of S. In particular, this
condition rules out most convex POPs on a polytope, with a non-linear criterion f
as in general a local (hence global) minimizer is not a vertex of S. (However, if f
is linear, i.e. if P is a linear program, then (4.5) is exact withn = 1.)

A similar conclusion is also valid for POPs on even more general basic semi-
algebraic sets S and the LP-strengthening (4.2). Indeed, as in Proposition 4.6 and
for the same reasons, if such a POP has finitely many minimizers, then a necessary
condition for (4.2) to be exact at some degree n, is that for every global minimizer
x* € §, the set {y € S: I(y) = I(x*)} contains only global minimizers of P. Such
a condition is very restrictive and rules out most problems P, in particular convex
problems!

4.3. Notes and sources

Section 4 is mainly taken from Lasserre (2002b, 2015, Chapter 9). In Laurent
(2003) the Moment-SOS hierarchy for 0/1 variables is described with specific
notation proper to graph theory and is embedded in the family of lift-and-project
hierarchies, which include the Lovdsz—Schrijver and Sherali—Adams hierarchies.
In particular, Laurent (2003) shows that the Moment-SOS dominates the other
lift-and-project hierarchies.

If LP-hierarchies are not efficient when used alone to solve optimization prob-
lems, they can still be useful when associated with other techniques of discrete
optimization, for instance as in Aloise and Hansen (2011) when used in conjunc-
tion with Branch and Bound.

5. A Moment-SOS hierarchy of upper bounds

In this section we consider another (less known) Moment-SOS hierarchy which
provides a monotone non-increasing sequence (kp)nen Of upper bounds on the
global minimum f* of P defined in (1.3). For each ‘degree’ n, the upper bound
kn = f*is now computed by solving a very specific semidefinite program as it has
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only a single variable. In fact its dual reduces to computing the smallest generalized
eigenvalue of a pair of moment matrices.

5.1. A first multivariate formulation

Consider problem P in (1.3) with feasible set S ¢ R as in (2.7), and let i be a
Borel (reference) measure on S with supp(u) = S.

Assumption 5.1.

(i) The set S ¢ R is compact with non-empty interior.

(ii) The vector of moments p = (Uq ), ena 1S available in closed form, or can be
computed efficiently.

Of course, in view of Assumption 5.1(ii), the set S has to be rather specific,
and indeed typical sets of this type are the unit box [—1, 1]¢, the Euclidean unit
ball B0, 1) = {x: ||x|| < 1}, the unit sphere S?~! = {x: ||x|| = 1}, the canonical
simplex AY = {x € R?: e"x < 1}, the discrete hypercube {1, 1}, and their
image by an affine transformation. Even though such sets S are rather specific, the
associated problems P cover many interesting NP-hard optimization problems.

Theorem 5.2. Let Assumption 5.1 hold, and with n € N fixed, consider the
semidefinite problems

kp = inf {/fo-dﬂ: /Udﬂzl}, neN, 5.1
o eX[x],
Ky =sup{d: AM,(u) <M, (f-w)}, neN. (5.2)
Pl
Then
Kn =K, "< kns1 <kn forallmeN, lim«,=f". (5.3)
n—oo

Crucial to the proof of convergence, which can be found in Lasserre (2011,
Theorem 4.2), is the Nichtnegativstellensatz Theorem 2.4. It turns out that (5.2)
is just computing the smallest generalized eigenvalue associated with the pair of
symmetric matrices (M,,(f - ©), M, (u)), for which specialized software exists. If
both matrices are expressed in a polynomial basis of R[x], formed by polynomials
that are orthonormal with respect to u, then M,, (1) becomes the identity matrix I,
and 7, is just the smallest eigenvalue of M,,(f - ).

Computational consideration. Itis straightforward to fill up entries of both matrices
M,,(n) and M, (f - 1), so the main effort is in computing the generalized eigenvalue
of the pair of (symmetric) matrices (M, (f - u), M, (u)), which can be done via
standard software for eigenvalue computation. However, and even if they are
symmetric, computing «,, is quite challenging because of the size O(n?) of the
matrices as n increases.
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Remark 5.3. A refinement of (5.1) is to consider polynomial densities o non-
negative on S (instead of SOS). That is, we replace (5.1) with

Kp = inf {/fo-du:/o-d,u=l}, neN, 5.4)
0 €Qn(g)

where Q,(g) is the degree-2n truncated quadratic module associated with the

generators g that define S see (2.6). For instance, if S is the unit box,
d

QA@={m+ Cﬁﬂ—ﬁﬁWﬁzkhﬂﬁemehszuqm}
j=1

Of course, f* < kK, < k, for all n and therefore, in view of Theorem 5.2, k,, | f*
as n increases.

5.2. An alternative univariate formulation

Let the (univariate) Borel measure #u be the pushforward of ¢ on R by the mapping
f, that is,

#u(B) = u(f~'(B)) forall B € B(R), (5.5)

where B(R) is the usual Borel o-algebra generated by the open sets of R. By
construction of #u, supp(#u) = f(S), and therefore

fr= mzin {z: z € supp(#u)}, (5.6)

Moreover, the moments (#;) jen of #4u satisfy

= / 2 d#tu(z) = / f(x)/ du(x) forall j € N. (5.7)
fS) S

As all moments p, of p are available, the #4; can be obtained exactly, for instance,
by expanding the polynomial f/ in the canonical basis (x%),
xio [0 = ) 6% = ) 0 .
aeNd @
However, notice that even though the above expansion is always possible, it can

become very tedious if j is large, even for modest dimension d.

Theorem 5.4. Let #u be the measure on R in (5.5) (the pushforward of u by f),
and let

inf {/zad#u: /0’d#,uz 1}, neN, (5.8)
oeX|z]n
ph = sup{d: AM,(#u) < M,,(z - #u)}, neN. (5.9)
Pl

Pn -

Then (pn)nen 1S @ monotone non-increasing sequence such that p, | f* as n
increases. In addition, and letting dy = deg(f), we obtain p, > knq, for every

https://doi.org/10.1017/50962492923000053 Published online by Cambridge University Press


https://doi.org/10.1017/S0962492923000053

THE MOMENT-SOS HIERARCHY 875

n € N (where «,, is defined in (5.1)), because if o € X[z],, is a feasible solution of
(5.8) then o o f € Z[x],q, is a feasible solution of (5.1) with the same value.

A detailed proof can be found in Lasserre (2021). There is a striking difference
between the hierarchies of upper bounds (k,)nen in (5.1) and (p,)nen in (5.8).
The latter involves univariate moment and localizing matrices. Both matrices are
Hankel matrices of size O(n) (in contrast to multivariate Hankel-type matrices of
size O(n) for computing «,,). Therefore, computing the generalized eigenvalue
P is much easier than computing «,.

On the other hand, filling up all entries of the Hankel moment matrix M,,(#u)
is in principle easy but tedious. Indeed, if f/ is expanded in the monomial basis
then its integration (5.7) with respect to u is straightforward. However, as already
noted, such an expansion can be quite costly if j is not small (even for modest
dimension d).

Rates of convergence. It is worth noting that, just as for the hierarchy of lower
bounds, O(1/n?) rates of convergence have also been obtained for the hierarchy
of upper bounds (5.1)—(5.2) on the sets S?~!, B(0, 1), [-1, 1]¢ and A<; see Slot
(2022, Table 2, p. 2615).

5.3. Notes and sources

Section 5 is essentially based on Lasserre (2011, 2013); the univariate formulation
is from Lasserre (2021). In a series of papers, de Klerk, Laurent and collaborators
(e.g. de Klerk and Laurent 2011, Slot and Laurent 2021, Laurent and Slot 2023)
have obtained rates of convergence «, | f* (multivariate) and p, | f* (univariate)
as n grows, by playing with various reference measures u on S and a clever
choice of appropriate families of densities. The approach is also interesting in its
own right as it is a mix of several sophisticated techniques, including polynomial
kernels and asymptotics for roots of some distinguished orthogonal polynomials.
Moreover, it turns out that such techniques have also been useful in obtaining rates
of convergence for the Moment-SOS hierarchy of lower bounds on specific sets
S; for more details the interested reader is referred to Slot (2022) and references
therein.

6. Some applications of the Moment-SOS hierarchy

In this section we briefly describe how the Moment-SOS hierarchy can be used to
help solve several problems in various fields of science and engineering. In brief,
problems where the Moment-SOS hierarchy is a relevant tool are those which
have an equivalent formulation as an instance of the so-called generalized moment
problem (GMP) whose description is only through polynomials and semi-algebraic
sets (i.e. GMPs with algebraic data). Indeed, the list of potential applications of the
GMP is almost endless, with polynomial optimization being its simplest instance.
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As is to be expected from what we have seen for optimization, the GMP can
be formulated in a primal form (via moments) or a dual form (via polynomials).
Its primal form is an infinite-dimensional and linear (hence convex) optimization
problem on measure spaces, which reads

.....

supp(¢p;) C S;, j=1,... ,s}, (6.1)

where all functions f;, hy; are polynomials, and the ¢ ; are Borel measures whose
supports §; C R'7, j =1,...,s, are all basic semi-algebraic sets.

The reader will note that all constraints are linear constraints linking moments of
the involved measures ¢;, j = 1,...,s (whence the name of generalized moment
problem). So the GMP is an infinite-dimensional LP on spaces of measures.

Of course, the GMP in (6.1) can be extended to more general functions and sets,
but for a practical application of the Moment-SOS hierarchy, we need algebraic
data (polynomials and basic semi-algebraic sets). Notice also that formulation
(1.4) of a polynomial optimization problem is the simplest instance of the GMP
in which there is only one unknown measure ¢ and only one (equality) moment
constraint ¢(S) = / 1d¢ = 1.

The dual GMP* of (6.1) is also an infinite-dimensional LP, and when p = #I" <
0o, it reads

P
GMP*:  sup {Z Ak by
AerY iz

p
fj(X)—Z/lkhkj(X)ZO, VxeSj,jzl,...,s}. (6.2)
k=1

Moment equality constraints are also tolerated in (6.1), in which case the associated
dual variable A in (6.2) is not constrained to be non-negative. As is the case in
some important applications, the set I" is also allowed to be (countably) infinite.
Finally, the objective function of (6.1) can also be a convex function of finitely many
moments of measures ¢; (e.g. —log det(M,,(¢;)) of the moment matrix M, (¢,)),
though we do not discuss this further.

As we see next in two examples, in some applications the problem to solve is
already in the form of a GMP (or GMP”*), whereas in other applications, some
equivalent formulation of the problem is an instance of the GMP.

Strategy of the Moment-SOS hierarchy. Roughly speaking, to apply the Moment-
SOS hierarchy to the GMP (6.1), we proceed as follows.

e We replace the measures (¢;),-1,... s with degree-2n truncated pseudo-mo-
ment vectors ¢/- =(¢ja)a€ N;ﬁl, j=1,...,s.
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e We impose semidefinite constraints on the moment and localizing matrices
associated with each ¢ j and each set S;, which by Theorem 2.2(ii) are neces-
sary conditions for ¢ ; to be moments of a measure on ;.

Then, as the moment constraints and the criterion are just linear on the pseudo-
moment vectors ¢ s for each fixed n we end up with a finite-dimensional semi-
definite relaxation that provides a lower bound on the optimal value of the GMP.
Similarly, to apply the Moment-SOS hierarchy to GMP* in (6.2), we proceed as
follows.

e Foreach j =1,...,s, we replace the positivity constraint

p
fj_zﬁkhkj >0 OIIS]'
k=1
with a Putinar certificate of positivity of degree 2n; see Theorem 2.2(i). For
instance, if §; = [~1, 1]¢ then the above positivity constraint reads

P d
fi= D Aty =Y o (1 =x3), 0 €Zxlpay j=0,....d.
k=1 j=0

Then, as the criterion ) Axby is linear, we end up with a finite-dimensional
semidefinite program, which is the dual of the program on pseudo-moment vectors.
In fact, a primal-dual semidefinite solver will solve both of them at the same time.

For completeness, below are two illustrative applications of the above strategy. In
the first example, in computational geometry and probability, the problem itself is
described as a GMP, while in the second example, in optimal control, an alternative

and so-called ‘weak formulation’ of the optimal control problem is an instance of
the GMP.

6.1. Illustration in probability and computational geometry

Let S ¢ R be a compact set and suppose that S ¢ B = [-1,1]¢ (possibly
after scaling). The goal is to approximate the Lebesgue volume vol(S) of S, as
closely as desired. This is known to be a very hard problem. In fact, even if S is
convex, approximating its volume is quite hard; see e.g. Dyer and Frieze (1988),
the discussion in Henrion, Lasserre and Savorgnan (2009) and references therein.

Let A be the Lebesgue measure on [—1,1]¢, so that its (infinite) vector of
moments A = (dg), e 1S available in closed form. Let 1 € R[x] be the constant
polynomial (equal to 1 for all x), and for two measures u, v on R¢, the notation
v < u stands for v(B) < u(B) for all B € B(RY).

Proposition 6.1. We have

vol(§) = {o(D): ¢ +v =4},

max
GEM(S)s,vEM(B),

and ¢* := 15 A is the unique optimal solution.
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Proof. As¢+v =24, ¢ < Aand since supp(¢) C S, we have ¢(1) = ¢(S) < A(S) =
vol(S). Next, with ¢* = 1gd € M(S)s, and v* = u — ¢* € M (B);, we obtain
¢*(1) = A(S) = vol(S). O

The above formulation of vol(S) as an optimization problem is not yet in the
form of the GMP (6.1). But notice that since B is compact,

P+v=A4 & Pg+Vvy=Aqy forallaeNd,
and therefore

— . _ d
vol(S) = ¢€ﬂ(sr)r+1§13(€/%(m+ {d(1): ¢pg + Vo = Ao, Y@ € N}, (6.3)

which is an instance of the GMP (6.1) with I = N4 (a countable set). We next see
how to implement the moment-SOS hierarchy. Let gg =1,

S={xeR: g;x)>0, j=1,....,m},

and recall that d; = [deg(g;)/2] forall j =0, ..., m. Foreachn € N, consider the
optimization problem

T, = Igax{qﬁo: Go + Ve =g, Va € Ngn;
vV
M,—q,(gj-#) =0, j=0,...,m; Myu(v) = 0}. 6.4)

For each fixed n, (6.4) is a semidefinite program and an obvious relaxation of (6.3)
so that 7, > vol(S) for all n.

Theorem 6.2 (Henrion et al. 2009). The sequence of optimal values (7,,),cn is
monotone non-increasing, bounded below, and lim,, . 7, = voI(S).

So (6.4), indexed by n € N, provides a hierarchy of semidefinite relaxations of
(6.3) such that (7,),en converges (from above) to the desired value vol(S) as n
increases. However, in its basic form (6.4), its convergence is quite slow. To see
why, consider the dual of (6.4), which is the semidefinite program

m
¥ = min di: p-1= oigi
" peR[x]zn{/Bp P ,Z‘o 78

p € Z[x]y; 0 € E[X]n-g;; J = O,...,m}. (6.5)

It turns out that if S has non-empty interior then 7, = 7, for all n. Next observe
that

m
p € 2[x], and p—l:ZO'jgj:>p215 for all x € B,
j=0

and since / pdad | 1gdA as n grows, in the dual (6.5) we search for a degree-2n
SOS polynomial p that tries to approximate from above the indicator function of
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Figure 6.1. S = [-0.5,0.5] c [0, 1]; polynomial approximation (in red) of 15 on
[0, 1] with Gibbs phenomenon.

S for all x € B. As is well known, for such polynomial approximations a typical
Gibbs phenomenon (oscillations) occurs at points of discontinuities, which makes
the convergence quite slow; see Figure 6.1.

Fortunately one can significantly attenuate (or even remedy) this problem. In-
deed, as we know in advance the (unique) optimal solution ¢* = 154 of (6.3), every
available additional information on ¢ in terms of linear constraints on its moments
can be added to (6.3) without changing its optimal value and solution. While such
additional redundant constraints do not change (6.3), they have a dramatic impact
on the relaxations (6.4) and yield a fairly significant acceleration of their conver-
gence. This is indeed the case if we add additional moment constraints (satisfied
by ¢*) coming from Stokes’ theorem.

Stokes constraints. Let us see how it works for the case where § = {x: g(x) > 0}
for some polynomial g € R[x] with compact sublevel set S. As g vanishes on 95,
by Stokes’ theorem,

/Div(x g(x)x%)dx = / (7ix, X)g(x)x? do(x) =0 for all @ € N¥,

S oS

where 7iy is the outward pointing normal at x € dS. Hence each @ € N4 provides
us with the moment constraint

¢ (sq) = ¢"(Divixg(x)x*) =0 on ¢",

because X — 54(X) := Div(x g(x) x¥) is a polynomial (of degree deg(g) + || + 1).
Hence, for every n € N, the additional moment constraints

#(se) =0 foralla: |a| < 2n—1-deg(g) (6.6)

can be included in the semidefinite relaxation (6.4). The effect on the dual (6.5) is
to change the initial constraint p — 1 = op + 0 g to

p+tgq-—1l=o0p+01g,
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where g := )} || <2n—deg(g)1 o Ser for the dual variables (6,) associated with (6.6).
Hence, p is no longer required to approximate 1s from above! For more details
on volume computation via the moment-SOS hierarchy, the interested reader is
referred to Henrion e al. (2009), Tacchi, Weisser, Lasserre and Henrion (2021)
and Tacchi, Lasserre and Henrion (2023). In particular, this technique has also
been implemented in Tacchi et al. (2021) to approximate the volume of certain
non-convex sets S C R!% where the description of S exhibits some structured
sparsity, as described in Section 3.8.

Remark 6.3. One can consider (6.3) with a measure A that is not Lebesgue
measure on B. For example, if A is the Gaussian measure exp(—||x||?) dx on R?,
or the exponential measure exp(— 2, ; x;) dx on Rff, one can approximate the value
A(S) for non-compact semi-algebraic sets as closely as desired; see e.g. Lasserre
(2017).

Application in probability. Suppose that X is a R?-valued random vector whose
distribution is only partially known through a few of its moments m = (mq)ger,
where I' ¢ N is a finite set (typically the index set of moments up to order 3, 4).
Next, let S ¢ R? be a given compact basic semi-algebraic set with non-empty
interior. The goal is to provide the best upper bound on Prob(X € S), under the
partial knowledge of m = (mgy)qer, that is, compute

0= max {,u(S): /x" du=mg, Va € F}. (6.7)
peM®RD),

Observe that (6.7) is an instance of the GMP (6.1) but with non-polynomial data
because with u € (R%),, u(S) = u(ls) and 1g is not a polynomial. We need to
consider that u = ¢ + v with ¢ € (S),; (in which case ¢(S) = ¢(1) = ¢¢), and
hence for every n € N, consider the optimization problem

T, = rgax{qho: Gq +Ve =mg, Ya €T
RY

M,_q;(g;- ) =0, j=0,....,m; M,(v) > 0}, (6.8)

which is a relaxation of (6.7) and a variant of (6.4) (in fact even easier because
now I is a finite set instead of the countable set N¢). For instance, with I" = Ngt
for some fixed ¢, the dual of (6.8) reads

m
TZ:ngn{Zpama:p—lzzz(;O'jgj

aell J
p €X[X]s; 0; € E[X]n-q;5 J=0,... ,m}. (6.9)

The difference from (6.5) is that now, even when n changes, we still search for
a degree-2¢ polynomial p > 1g (where the degree 2¢ is fixed by the number of
moments in I'). In this case we do not have a Gibbs phenomenon because the
degree of p is fixed.
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Next, let
O = {,u € MR, : /X” du=mg, Va € F}.

If there is some u € @ with a strictly positive density with respect to Lebesgue
measure, and with all moments finite, then each relaxation (6.9) is solvable and
there is no duality gap, i.e. 7, = 7,;, and there is an optimal solution p* € R[x],
for all n. Moreover, 7, | 7 > p as n — co. Finally, the bound T may be sharp,
i.e. T = p, if at some step n, the moment matrices of an optimal solution (¢, v) of
(6.8) satisfy some ‘flatness’ property; for more details see e.g. Lasserre (2002a)
and Bertsimas and Popescu (2005).

6.2. Illustration in optimal control of dynamical systems

In this section we briefly describe how to apply the Moment-SOS hierarchy to help
solve optimal control problems (OCPs) with algebraic data, i.e. those problems
whose description is through polynomials and basic semi-algebraic sets. Consider
the optimal control problem

1
OCP: J(xp,0) := min{/ h(x(t),u(r))dr + Hx(1)):
u 0

x(t) = f(x(t),u(r)), Vt € (0, 1),
x(t)e X, u@®) e U, Vt€(0,1),

x(0) = Xo}, (6.10)

where h, H, f are polynomials and X ¢ R¢ and U ¢ R™ are basic semi-algebraic
set, and X € X is the initial condition.

Equation (6.10) describes a dynamical system whose evolution in the time inter-
val [0, 1] of its state x(r) € R?, ¢ € [0, 1], is governed by a controlled ODE with
vector field f: R? x R — R4, and control u(t) € U for all t € (0, 1). The goal is
to approximate an optimal (or close to optimal) control trajectory ¢ — u*(¢) € R™,
t € [0, 1], which minimizes the functional /01 h(x(t),u(t))dr + H(x(1)). Here we
will not discuss the appropriate function spaces in which we have to search the
state and control trajectories x(¢), u(z). Instead we show:

(i) how to model (6.10) as a particular instance of the GMP (6.1), and
(ii) how to define an appropriate Moment-SOS hierarchy for solving (6.10).

Note that in contrast to POPs, where we search for a point X* € S C R4, we now
search for maps (x*,u*): [0, 1] = R% x R™, a much more difficult problem which
is already infinite-dimensional in its description.

Strategy. As for (static) optimization problems (1.1), where in the Moment-SOS
hierarchy we search for a probability measure (the Dirac measure ¢ x+} at a global
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minimizer x* € §), here we will also search for a measure y, now supported on an
optimal state-control trajectory {(x*(¢), u*(z))} from time = O up to time 7 = 1.

By integrating polynomial test functions along feasible trajectories, the ordin-
ary differential equation that governs the dynamical system will provide linear
constraints on moments of u and moments of a terminal measure v on X at time
t = 1 (because the vector field f in (6.10) is a polynomial). The state and control
constraints in (6.10) translate into support constraints on ¢ and v.

Modelling (6.10) as a GMP via occupation measures. The idea is to look at (6.10)
via its impact on the evaluation of test functions all along feasible trajectories. Let
{(x(?),u(?)): t € [0, 1]} be an admissible trajectory, and let (x,7) — w(X, ) be an
arbitrary test function in €'(X x [0, 1]). Then observe that

1
w(x(1),1) = w(x(0),0) = / dw(x(?), 1) (6.11)
0

1
_ /0 W.,.(wa(x(t),t), Fx(@),u()) dr.

Introduce the measures ¢ on X X U x [0, 1], and vo, v on X X [0, 1]:

HAXBXC)= / Lanx (x(2)) 1pny (u(?)) dt, (6.12)
cnlo,1]

V(A X C) = lianxxen{1p(X, 1), (6.13)

vo(A X C) = 1ianx)xcn{opX, 1), (6.14)

for all Borel sets A € B(X), B € B(U) and C € B([0,1]). The measure u
is called the occupation measure up to time 1, while vy (resp. v) is called the
occupation measure at time ¢t = 0 (resp. at time ¢ = 1), all associated with the
trajectory {(x(¢),u(?)): ¢ € [0, 1]}. Another equivalent characterization of y is via
its disintegration

du(x,u, 1) = 6 (xt),u(r)} (dX, w)) 11o,11(r) dz, (6.15)
into:

e its marginal 1[o11(¢)dt on [0, 1], and

e its conditional probability 6 (x1)u)}(d(x,u)) on X x U, given t € [0, 1]
(which is the Dirac measure at the point (x(¢), u(z)) € X x U).

It is important to observe that the support of u is the graph {(t,x(¢),u(r)): t €
[0, 1]} of state-control trajectories (x(r), u(z)). Ideally we search for the measure

dp’ (X, 0, 1) = 6 ((x (1), u (1))} (d(X, 0) 110,17 (2) dt,

whose support is exactly the graph of optimal state-control trajectories (x*(¢), u*(¢)),
t € [0, 1], when the latter exist.
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One reason for introducing occupation measures is that the time integral (6.11)
reads as the spatial integral

0
[war= [wan= [ San+@owxn faw)duun. 616
where the variables (x, u, #) are now treated as independent variables. The respect-
ive dependence of (x,u) on ¢ is implicit through the support of u.
Next, introduce the operator £: €'(X x [0,1]) — € (X x U x [0, 1]):
0
wi Lw = 6—‘: +{(Viw, f),

and its adjoint £*: (X x U x [0, 1])* = €' (X x [0, 1])* by

a(f; J
ﬂHE*ﬂr————Z g;“)———”—d v(f 1),

where derivatives of measures are understood in a weak sense via their actions on
smooth test functions (and the change of signs comes from integration by parts).
Then (6.16) reads

w,v) = (w,vo) = (Lw, u) = (w, L7 ),

and as it must be valid for all test functions w in a dense subset D ¢ €' (X x [0, 1]),
we obtain the equation L£*u = v — v, that is,

Z—’l;+div(fu)+v: V0. (6.17)
Equation (6.17) is a linear transport equation (transporting vo to v) which is clas-
sical in fluid mechanics, statistical physics and PDEs. It is known under several
names, including the equation of conservation of mass, the advection equation and
Liouville’s equation.

This observation allows us to define the so-called measure-valued weak formu-
lation of the OCP:

0
/a—v:+(VXW,f)d,u:/W<1V—/WdV0,VWED;

ueMXxUXx[0,1])4, ve%(Xx{l})+}, (6.18)
introduced by Vinter (1993).

Observe that if D is a countable set of polynomials, then (6.18) is an instance of
the GMP in (6.1) and of course a relaxation of (6.10) so that p < J (X, 0). The
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dual of (6.18) reads

pt=  sup { / W dvo (= w(xo, )
[0,1])

weB (X x
h+Lw >0, V(x,u,1) e XxUx|[0,1];

wx,1) < HX), Vx € X}. (6.19)

It turns out that under some convexity assumptions, p = J(Xg,0), that is, the
measure-valued weak formulation (6.18) is equivalent to the strong formulation
(6.10). Inthe dual (6.19) we approximate the optimal value functionJ: Xx[0, 1] —
R all along an optimal trajectory {(x*(#),%): t € [0, 1];x*(0) = x¢} (but not for all
(x,1) € X X [0, 1]). For more details see e.g. Lasserre, Henrion, Prieur and Trélat
(2008), Korda et al. (2022) and references therein.

Next, to implement the moment SOS hierarchy we first select a countable set of
test functions D, namely the set of monomials

D= {x*vPr*): @ e N B e N" k e N},

which is dense in €' (X x [0, 1]). Then, for every n € N, let D,, := {(x* v *) €
D: |a + B| + k < 2n}, and consider the optimization problem

Pn = min{,u(h) +v(H):
JTRY%

H <(Z—v: +(Vxw, f>> =v(w) —vo(w), Yw € Dy;

M, (n), M,,(v) = 0; M, (1 -=1)v) =0;
Mn—dg(g C ), Mn—dg(g -v) =0, Vg eaG;

M,_1(t(1=1)- ) >0, My_g,(0- ) >0, VO € 8}. (6.20)

where X = {x: g(x) >0, g € G}, U = {u: 6(u) > 0, 6 € O}, d, = [deg(g)/2],
g € G,and dy = [deg(0)/2], 6 € O.

So the sequence of optimal values (p,,),en iS monotone non-decreasing, and
under the convexity assumptions alluded to above, p,, T J(Xg,0) as n — oo.

Reconstruction of optimal trajectories from moments. So far, by solving the semi-
definite relaxations (6.20) we obtain a sequence (p,),en of lower bounds on the
optimal value J (Xg, 0) of the initial OCP (6.10). But from the vector of pseudo-
moments (", v"") optimal solution of (6.20) for some degree n, can we retrieve
or approximate optimal trajectories (x*(¢),u*(¢)) when they exist, or provide &-
suboptimal trajectories otherwise?
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Again, and ideally, when n is sufficiently large, we expect (u", v") to provide
quite good approximations of the moments of the measures

du(X,u, 1) = 0 (x+(r),u* (1))} (d(X, W) 1[o,1)(¢) dt

and v, supported respectively on the trajectories (x*(¢),u*(¢)) and on the point
(x*(1),1) € X x {1}. In Section 7.3 we describe an efficient strategy via the
Christoftel function, a tool from approximation theory and orthogonal polynomi-
als, particularly well suited to identifying the support of a measure solely from
knowledge of its moments.

6.3. Other applications

Here we provide the reader with some references to other applications of the
Moment-SOS hierarchy. The purpose of this list, which is not exhaustive, is to
convince the reader that the Moment-SOS hierarchy is indeed a versatile tool,
widely applicable when the problem data are algebraic, and provided that some
sparsity or symmetries can be exploited when the problem size demands.

e Control and stochastic control: Pauwels, Henrion and Lasserre (2017), Hen-
rion and Garulli (2005), Parrilo (2000), Parrilo and Lall (2003), Aylward,
Parrilo and Slotine (2008), Parrilo (2003), Korda, Henrion and Jones (2014),
Fantuzzi, Goluskin, Huang and Chernyshenko (2016) and Goluskin and Fan-
tuzzi (2019).

e For convex computation of the region of attraction for dynamical systems, see
e.g. Henrion ef al. (2021, Chapter 10), and for analysis and control of some
types on non-linear PDEs, see e.g. Marx, Weisser, Henrion and Lasserre
(2020), Henrion et al. (2021, Chapter 11) and Korda et al. (2022).

e Tensor computation: Nie (2023), Nie and Yang (2020), Fan, Nie and Zhou
(2018) and Nie (2017).

e Algorithmic game theory: Stein, Ozdaglar and Parrilo (2008), Laraki and
Lasserre (2012) and Nie and Tang (2023).

e Management of energy networks, and in particular for solving the optimal
power flow problem for (large) electricity networks. The Moment-SOS hier-
archy has been able to handle problems with thousands of variables by ex-
ploiting some inherent sparsity, in the spirit of Section 3.8; see e.g. Molzhan
and Hiskens (2015), Tian, Wei and Tan (2015), Molzahn and Josz (2018),
Cicconet and Almeida (2019) and Haussmann, Liers, Stingl and Vera (2018).

e Computer science, e.g. for coding and packing problems: Bachoc and Val-
lentin (2008), Bachoc, Passuello and Vallentin (2013), Dostert and Vallentin
(2020) and de Laat et al. (2022).
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e Computer vision, geometric perception and pattern recognition: Yang and
Carlone (2020), Yang, Shi and Carlone (2020), Yang and Pavone (2023) and
Probst, Paudel, Chhatkuli and Van Gool (2019).

o Mathematical finance, for portfolio optimization and option pricing: Lasserre,
Priéto-Rumeau and Zervos (2006) and Gepp, Harris and Vanstone (2020).
When the evolution in time is modelled by It6’s stochastic differential equa-
tions, a weak formulation of the problem via occupation measures is almost
identical to that of OCPs, the only difference being that a second-order dif-
ferential operator appears in the infinitesimal generator. It is also the case
for computing exit-time distribution (of a given set) in stochastic models, as
described in Lasserre and Priéto-Rumeau (2004), for example.

e The Internet of Things (IoT): Sedighi, Mishra, Shankar and Ottersten (2021).

o Computer graphics and geometry processing: Marschner, Palmer, Zhang and
Solomon (2020, 2021).

e Signal processing: Marmin, Castella, Pesquet and Duval (2021) and de Castro,
Gamboa, Henrion and Lasserre (2017).

e Optimal design in statistics: de Castro et al. (2019).

e Physics, for bounding ground-state energy of interacting particle systems:
de Laat (2020).

o Chemistry, for deriving bounds on stochastic chemical kinetic systems: Dowdy
and Barton (2018).

e Traffic networks, for bounding travel time: Xiangfeng Ji, Xuegang (Jeff) Ban,
Jian Zhang and Bin Ran (2019).

e Engineering: Courtier et al. (2022).

e Machine learning, for certification of robustness for neural networks: Latorre,
Rolland and Cevher (2020) and Chen Tong, Lasserre, Magron and Pauwels
(2021).

e Quantum information (e.g. for several problems in entanglement theory):
Eisert, Hyllus, Giihne and Curty (2004), Bacari, Gogolin, Wittek and Acin
(2020), Parekh and Thompson (2021), Doherty, Parrilo and Spedalieri (2005)
and Selby et al. (2023).

e Data analysis of citation networks: e.g. Wittek, Daranyi and Nelhans (2017).
e Radar and wireless communications: Jie Pan and Fu Jiang (2020).

e Medical applications of cancer treatment: Moussa, Fiacchini and Alamir
(2020).

o Truss topology design: Tyburec, Zeman, Kruzik and Henrion (2021).
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6.4. Notes and sources

Section 6.1 is based on Lasserre (2002a) and Henrion et al. (2009), while Sec-
tion 6.2 is based on Lasserre ef al. (2008). Infinite-dimensional LP formulations
of optimal control problems can be traced back to works of L. C. Young, A. F.
Filippov, R. V. Gamkrelidze and J. Warga; see Fattorini (1999) for a historical sur-
vey. The novelty is the observation that such problems (with algebraic data) can be
approximated numerically by semidefinite relaxations. In particular, it should be
noted that while state constraints ‘x(¢) € X for all #* are usually considered a source
of additional difficulties for classical numerical methods, they pose no problem for
the Moment-SOS hierarchy as they simply appear in the support of the occupation
measure.

The Moment-SOS hierarchy approach to analysis and control of some non-
linear PDEs in Korda ez al. (2022) follows the same principles as for solving OCPs.
Namely, we consider a measure-valued weak formulation of the problem, similar to
that in (6.18) for OCPs, using test functions and occupation measures. Appropriate
conditions are required for the weak formulation to be equivalent to the initial
(strong) formulation. For instance, for the Burgers equation, additional entropy
constraints (due to Kruzkhov) on the occupation measures are needed; see Marx
et al. (2020) and Henrion et al. (2021, Chapter 11).

The reconstruction technique of state and control trajectories based on the Chris-
toffel function is detailed in Marx et al. (2021). In particular, this technique has
been used with success in Marx et al. (2020) to recover solutions to Burgers’ PDE
from moments of the measure supported on their graph. A (remarkably accur-
ate) approximation of such moments has been obtained by solving semidefinite
relaxations of the Moment-SOS hierarchy applied to the weak measure-valued
formulation of the Burgers equation (and in a spirit similar to (6.20) for optimal
control problems). The role of the Christoffel function is treated in more detail
in Section 7, including its remarkable ability to recover a function solely from
knowledge of the moments of the (degenerate) measure supported on its graph.

7. Positive polynomials and the Christoffel function

In this section we introduce the Christoffel-Darboux (CD) kernel and the Christoffel
function (CF), which are classical tools from the fields of orthogonal polynomials
and approximation theory. In addition to being interesting in their own right,
they have proved to be useful in understanding and interpreting the Moment-SOS
hierarchy of lower bounds. Further, the CF also appears in a certain distinguished
representation of polynomials that are positive on a semi-algebraic set S ¢ R¢,
as in (2.7), extensively used in the Moment-SOS hierarchy. In particular, every
SOS polynomial p in the interior of the convex cone X[x], of degree-2n SOS
polynomials is the reciprocal of the CF of some linear functional ¢ in R[x]; . If
n = 2, then ¢ has a clear interpretation in terms of a Gaussian measure, but in the
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general case, the link between p and ¢ is only partially understood and remains to
be interpreted.

7.1. Christoffel-Darboux kernel and Christoffel function

The CF is usually defined for a measure p with moments pu = (uq )y ene, Whose
support S ¢ R is compact and such that its moment matrix M,,(u) (or equivalently,
M,,(w)) is positive definite for every degree n € N. However, it can also be defined
for a Riesz linear functional ¢ € R[x]* (with ¢ = (¢q)yena) such that M, (¢p) > 0
for every n € N, not necessarily coming from a measure p.

So after fixing some ordering of monomials in N¢, and since M,,(¢) > 0 for
every n, let (Pq ), e be a family of polynomials that are orthonormal with respect
to ¢, that is, such that

¢(Po Pg) = 8q-p forall @, B € N, (7.1)

where ¢.-. is the usual Kronecker symbol (with value 1 if @ = 8 and O otherwise).
For every n € N, the Christoffel-Darboux (CD) kernel K,? ‘RYxRY > Ris
then defined by

xX,y) — K,‘f’(x, y) = Z Po(x) Po(y) forallx,y e RY neN, (7.2)
aeNd
and the Christoffel function (CF) Af : R4 — R, is defined by
X Aff(x) = K,‘f’(x, x)_1 forallx e R?, n e N, (7.3)

that is, the CF is the reciprocal of the ‘diagonal’ of the CD kernel. Hence, by
construction, 1 /A,‘f is an SOS polynomial of degree 2n.

A reproducing property. Let p € R[x],, and since (Py), ene form a basis of R[X];,
write

X p(x) = Z Pa Po(x) forallx € RY,

aeNd

for some vector of coefficients p = (pa) 4 cpa in RS™ (with s(n) = (”Zd)).
With x € R fixed, y — K,?(X, y) € R[y],, and we have

$(K7 (X, ) p) = ¢<< D Pax) Pa<y)> : ( D s Pﬂ<y)>>

aeNd BeNd

= > PaPox)=p(x) forall p e R[x],, (7.4)

1
@ eNg

where we have used that

¢(ppPp(Y) Pa(X)Pa(y)) = pp Pa(X) $(Pp Po) = pp Po(X) 6p-a-
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For this reason, if u is a measure on § ¢ R?, and L?(u) is the Hilbert space of
square-integrable functions with respect to u, with scalar product

(frg) = /S fedu forall f.g € L(u).

then (R[x],, {,*)) C LZ(,u) is called a reproducing kernel Hilbert space (RKHS)
with kernel K/, because

/S K} (x,y) p(y)du(y) = p(x) forall p € R[x],.

Alternative formulations of the CF. The CF can be defined by

ATET = va) M () va(€) forall § € RY (7.5)
(the ABC theorem in Simon (2008)), and it also has the variational formulation
A2@ = min {¢(p?): p(&) =1} forall £ € RY. (7.6)
PER[X]n

In particular, observe that (7.6) can be rewritten as
A€ = min (p"Mu(@)p: (p.Va(§)) =1} forall § € RY,
pe sn

which is a convex quadratic optimization problem that can be solved efficiently even
for large dimension d. After some algebra, the unique optimal solution p* € R[x],
of (7.6) reads

K (€.%)
KY€

7.2. Some useful properties of the CF

X p'(x) = for all x € RY.

A crucial property of the CFs (A%), civ associated with a measure u on a compact
set S ¢ R? is to identify the support of u. Indeed, its decay with the degree n
exhibits the following interesting dichotomy:

e forall £ € supp(u), AL (&)~ grows at most as a polynomial in 7,

e forall £ ¢ supp(u), AL (€)™" grows at least as an exponential in .
This property has been exploited in data analysis to provide a simple and easy-to-
use tool (with no tuning of parameters), e.g. to detect outliers, with performance
similar to (and sometimes better than) state-of-the-art techniques; see Lasserre,
Pauwels and Putinar (2022) and Lasserre and Pauwels (2016).

Next, let 1 have a density f with respect to Lebesgue measure on S. Under some
additional regularity properties of y and its support S,

Tim s(n) Ay (§) = £(&)/ne(), (7.7)

uniformly on compact subsets of int(S), where pg is the density of a so-called
equilibrium measure of S.
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Equilibrium measure. A Borel measure u supported on a compact set S ¢ R? sat-
isfies the Bernstein—Markov property if there exists a sequence of positive numbers
(M) en such that for all n and p € R[x],,

1/2
sup |[p(x)| < M,, - </ p? dy) and lim log(M,)/n =0 (7.8)
xeS S n—eo

(see e.g. Lasserre et al. (2022, Section 4.3.3)). The Bernstein—-Markov property
allows a qualitative description of asymptotics of the Christoffel function as n
Srows.

The notion of equilibrium measure, associated with a given set, originates from
logarithmic potential theory (working in C in the univariate case) to minimize some
energy functional. For instance, the (Chebyshev) measure du := dx/7nV1 —x2 is
the equilibrium measure of the interval [—1, 1]. Some generalizations have been
obtained in the multivariate case via pluripotential theory in C¢. In particular, if
S ¢ RY c €4 is compact then its equilibrium measure (let us denote it by Ag)
is equivalent to Lebesgue measure on compact subsets of int(S). It has an even
explicit expression if S is convex and symmetric about the origin; see e.g. Baran
(1995) and Bedford and Taylor (1986, Theorems 1.1, 1.2). Moreover, if u is a
Borel measure on S and (S, i) has the Bernstein-Markov property (7.8), then the
sequence of measures

yy= — 2
()AL (x)

n € N, converges to Ag for the weak-x topology, and therefore in particular
o
d
lim [ x%dv, = lim / X—'LL(X) =
n—w Jg n—=e Jg s(n)Ay (X)

(See e.g. Lasserre et al. (2022, Theorem 4.4.4).) In addition, if the compact
S c R? is regular, then (S, Ag) has the Bernstein—-Markov property. For a brief
account of equilibrium measures, see Baran (1995), Bedford and Taylor (1986) and
the discussion in Lasserre et al. (2022, Sections 4-5, pp. 56—60), while for more
detailed expositions see some of the references therein.

/ x?dg forall @ € N9, (7.9)
S

7.3. The CF for interpolation and approximation

In this section we briefly address the following issue, which is interesting in its
own right and also central to the recovery of an optimal (or e-optimal) trajectory
{x(#): t € [0,1]} in optimal control problems, solely from knowledge of the
moments of the occupation measure supported on the graph {(z,x(¢)): ¢ € [0, 1]};
see Section 6.2.

So with X c R, let u be a measure on [0, 1] X X, defined by

du(t, x) = 65 )y (dx) Lo, (1) dz,

for some unknown measurable function f: [0,1] — X, that is, u is supported
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on the graph {(z, f(¢)): t € [0,1]} of f. The goal is to recover f solely from
knowledge of the moments p = (i) ; jyenz, Where

1
pij = / t'x! dpt, x) = / Ff@ d, G, ) € NP
0

We propose using the Christoffel function A} to recover f from u because, as
seen earlier, A! is a good tool for identifying the support of u, and in this case
the support is precisely the graph of the unknown function f to recover. Here,
observe that u is a degenerate measure on [0, 1] X X, that is, its support has
Lebesgue measure zero on [0, 1] X X. Therefore its moment matrix M,,(u) can be
ill-conditioned and even singular if f is a polynomial (because then the vector of
coefficients of f € R[7] is in the kernel of M,,(u) when 7 is sufficiently large). So
we first ‘perturbate’ (or regularize) M, (1) to M, (w) + €I with I the identity matrix
and some small regularization parameter € > 0, and we define a new perturbated
Christoffel function A% by

(t,x) = AL, 07 = v, 0) TML () + D)7y, (r,x)  forall (£, x) € R%. (7.10)
We then define the following n-approximant f,,: [0,1] — X of f by

t fult) = argmi)lg/A\’,f(t,x)_l, te[0,1]. (7.11)
XE

(If there are several minimizers in (7.11) then just take the smallest one as a tie-
breaker rule.) For every fixed ¢ € [0, 1], f,(¢) can be computed efficiently as
x +— AH(t,x)7" is a univariate SOS polynomial in x.

Next, as n increases, pointwise convergence (except at points of discontinuity)
and L'-norm convergence to f are proved in Marx et al. (2021). Observe that the f,,
approximant (7.11) is not a polynomial, and since it is semi-algebraic, it is able to
approximate some discontinuous functions quite well with no Gibbs phenomenon.

For instance, in Figure 7.1(a) we may observe a typical Gibbs phenomenon
(oscillations) when approximating the (discontinuous) step function t — f(¢) =0
if € [0,1/2] and f(t) = 1ifr € (1/2,1] (in red) by a polynomial p* € R[¢], (in
black) that minimizes the integral of the mean squared error, that is,

1
p*=arg min / (p—f)?drt
peR[t], 0

(even with degree n = 12). This L?>-norm approximation of f is a standard
application of the CD kernel K, associated with the univariate measure v = dr
on [0, 1]. On the other hand, with & > 0 very small and f;, as in (7.11), the step
function is recovered almost exactly (in black) with no Gibbs phenomenon and
with small degree n = 4. This is what we may call a non-standard application of
the CD kernel, as we consider the degenerate bivariate measure u on [0, 1] X X
instead of the univariate measure f(¢)dz on [0, 1].

https://doi.org/10.1017/50962492923000053 Published online by Cambridge University Press


https://doi.org/10.1017/S0962492923000053

892 J. B. LASSERRE

1

0:9'=

0.8

0.7

0.6

>05}

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X X

(@) (b)

Figure 7.1. (a) Degree-12 polynomial approximation of step function with Gibbs
phenomenon. (b) Step function approximated by f in (7.11). © Springer Nature,
reproduced with permission from Marx et al. (2021).
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Figure 7.2. Two Eckhoft functions (Eckhoft 1993) approximated by fjo in (7.11).
© Springer Nature, reproduced with permission from Marx et al. (2021).

Similarly, in Figure 7.2, two discontinuous Eckhoff functions from Eckhoff
(1993) (in red) are also recovered (in black) with very good precision via f, in
(7.11) with n = 10, and again with no Gibbs phenomenon; for more details the
reader is referred to Marx er al. (2021).

Application to optimal control. As already mentioned in Section 6.2, such an
approximation technique can be used to recover the graph of functions supported
on trajectories {(x"(¢),u*(¢)): t € [0, 1]}, i.e. the optimal solutions of optimal
control problems (6.10) described in Section 6.2. Indeed, when applying the
Moment-SOS hierarchy to solve (6.10), at an optimal solution of (6.20), we obtain
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approximate moments up to degree 2n, of the measure

dp (X, u, 1) = 0 ((x(r),u (r))} 110,17(2) dt,

supported on the graph of the map (x*,u*): [0,1] — R x R,
For instance, to recover the particular trajectory {x;(¢): t € [0,1]} for some
coordinate i € {1,...,d}, we proceed as follows.

e We extract the sub-matrix Mff"’t) of M,,(u) obtained by restricting to rows
and columns indexed by monomials (xf‘ th, (k,j) € Nﬁ (i.e. Mg,x"’t) is the
degree-n moment matrix of the marginal y; of u on (x;, 1)).

e We compute the perturbed Christoffel function in (7.10) associated with y;,
that is,

A ety = v (e, TV 4 £ D7 (i, 1),
and then the f;, approximant of the function x;(¢) is obtained via (7.11).

The same procedure is repeated for all coordinates x7(¢), i € {1,...,d}, of x*(¢),
and all coordinates u’;(t), je{l,...,m}, of u*(¢), independently.

7.4. Christoffel function and positive polynomials

First notice that by construction, the reciprocal of a Christoftel function is an SOS
polynomial. Next, with § ¢ R¢ as in (2.7), recall the convex cone

0.,.(2) = {Z 0;8j: 0j € Z[X]n-a;, J=0,.. .,m}, (7.12)

j=0

which is a degree-2n truncated version of the quadratic module Q(g) (with d; =
[deg(g;)/2] and go = 1). For every polynomial p = }; 07;8; € Qn(g), the SOS
weights o; provide p with an algebraic certificate of its positivity on §.

Recall that the dual of Q,,(g) is the convex cone

0,(8)={p e R : M, 4,(g;-¢) =0, j=0,....,m},  (7.13)

where M,,(g; - ¢) is the localizing matrix associated with the polynomial g; and
the sequence ¢ (or equivalently the moment matrix associated with the sequence
gj * #), defined in Section 2.1. We saw in Section 3 that Q,,(g) and its dual Q;,(g)
are crucial to the construction of the Moment-SOS hierarchy of lower bounds. It
turns out that there is a nice one-to-one correspondence between the respective
interiors of 0,(g) and Q,(g), stated in terms of Christoffel functions.

Theorem 7.1. If p € int(Q,(g)), then there exists ¢ € int(Q; (g)) such that

n

px) =Y AY ? ®'gj(x) forallx e R, (7.14)
J
7=0
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or, equivalently,
m s |
int(Qn(g)) = {Z(Aﬁf_dj) gj: e int(Q*n(g))}. (7.15)
j=0
Theorem 7.1 is an interpretation from Lasserre (2022) of a duality result of

Nesterov (2000). Remarkably, it states that every p in the interior of Q,(g) has
a distinguished certificate of its positivity on S, with very specific SOS weights

o= (Ag{ '¢A)‘1 in its Putinar’s representation (2.9). Indeed, those weights all come
J n—d,

from a unique element ¢ € int(Q) (g)) and its Christoffel functions associated with
the Riesz linear functionals g; - ¢, j = 0, ..., m. It also turns out that those weights
have an extremal property: consider the optimization problem

m
Pn= ¢ei[g2n){_zo log det(M—q,(g; - ¢)):
J:

¢(p)=1, My—a,(gj - ¢) = 0, Vj:O,...,m}. (7.16)

It is a convex optimization problem which has an explicit dual, namely

oy = sup{Zlogdet(Qj): Q;>0,Vj=0,...,m

i =0

P D sn=dp) =" i(X) - Vi, (%) QjVaa,(X), VX € Rd},
7=0 7=0
(7.17)

where the supremum is taken over real symmetric matrices Q; of respective size
s(n—d;), j =0,...,m. The criterion to maximize in (7.17) is minus the log-barrier
of the convex cone Q,(g).

Theorem 7.2. With n € N fixed, problems (7.16) and (7.17) have the same finite
optimal value p, = p;, if and only if p € int(Q,(g)). Moreover, both have a

.....

Qj. =Mp-q,(8; ¢§n)—‘ forall j =0,...,m. As a consequence,

1 S .
p(x) = m JZ:(:)gj(X) Vn—dj(X)TMn—dj(gj " $2,) an—dj(X)

1 N g.f'¢;n -1 d
= S —d) Z;)gj(x) AP0 forall x € R, (7.18)
- J=

Notice that ¢ in (7.14) is just (Z;'":o s(n—dj)) ¢5, with ¢3 asin (7.18).
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Of course, Theorem 7.1 immediately raises the following question: Given p €
int(Q,(g)), what is this linear functional ¢ € R[x]] with associated moment
sequence ¢ € R*?™ in Theorem 7.1? It turns out that there is a simple and
remarkable answer for special sets S and the constant polynomial p = 1.

Relating the constant polynomial and the equilibrium measure. Let S ¢ R? in
(2.7) be a compact set with non-empty interior, generated by a finite set G =

{g1,...,8m} < R[x] of polynomials. Let G C R[x] be a certain finite set of
polynomials formed with some products of polynomials in G. We provide three
examples.

e If S ¢ R? is the Euclidean unit ball, then G = {g}, G = {1,g}, with
X - g(x) = 1 — ||x||%. Then the equilibrium measure y is proportional to

-1/2
dx(1 - [Ix[1?) ™.
e If S is the unit box [-1,1]¢, then G = {g1,...,8a} with g;(x) =1 —x?,
j=1,...,d,and G = {gs: & € {0,1}}, where
d

X g.(x) = l_[gj(x)sf for all x € RY.
j=1

The equilibrium measure u of S is proportional to

d
dx [ (1-23)7""

j=1
e If S ¢ R is the canonical simplex, then G = {g1, ..., gq+1} With gj(x) =xj,
j=1,....d.ga1(x) =1-3;x; and G = {g: & € {0, 1}*!; |g| € 2N},
where
d+1

X go(x) = l_[gj(x)gf for all x € R¥.
j=1
The equilibrium measure u of S is proportional to
d -1/2
dx<<1—2xj> l_[xj) .
j j=1
For every g € G let t, := [deg(g)/2]. In addition, given n € N, let
G, ={g €G:deg(g) <2n}
sothat G, = G ifn > [d/2].

Theorem 7.3 (Lasserre 2023, Lasserre and Xu 2023). Let S ¢ R? be the Euc-
lidean unit ball, the unit box or the simplex, and let u be its equilibrium measure.
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Then, for all integer n,

1 .
Z g At (07! forallx e RY. (7.19)

[ S
deGn S(I - tg) 2€Gp

So, remarkably, the constant polynomial p = 1 € int(Q,(g)), for all n, is
strongly related to the equilibrium measure y of §. Its corresponding element
¢ € int(Q;(g)), in Theorem 7.1, is the moment vector y € RSC™ of p.

In addition, for every n, the polynomials (g/ Aﬁ'_’;g )¢eG, (all non-negative on )
provide S with a polynomial partition of unity. We have called (7.19) a generalized
polynomial Pell’s equation solved by the Christoffel functions (Aﬁ'_’“;g )geG, (and
the polynomials g € G,,), because (7.19) is an exact multivariate generalization of

the polynomial Pell’s equation®
1=T,x)*+(1 =x*)Up_1(x)*> forallx €R, (7.20)

satisfied by the univariate Chebyshev polynomials of the first kind (7,,),exn and
Chebyshev polynomials of the second kind (U},),en, orthogonal with respect to the
measures dx/V1 — x2 and V1 — x2 dx, respectively. Indeed, after normalization to
orthonormal polynomials, and summing up (7.20) over n, we obtain

|
TS +sti—1)

where g(x) =1 - x2, and du(x) = dx/nV1 — x2 is the equilibrium measure of the
interval § = [—1, 1]. The term ‘generalized’ is justified because in (7.19) we have
a sum of squares in R[x] and several generators g € G, instead of two single
squares in Z[x] and a single generator g in (7.20). But formally, (7.19) is of exactly
the same flavour as (7.21).

(AR +g)ASH()™") forallx eR, neN, (7.21)

Remark 7.4. When S = R, there is still a nice well-known and somewhat related
fact. Let p € R[x], be a quadratic polynomial which is strictly positive on R¥,
With vi(x) = (1,x1,...,x4), p is written as

X - p(x) = v;(x)TQv(x) forallx € RY,

for some (unique) Gram matrix Q > 0. It is well known that Q! is the moment
matrix M () of a Gaussian measure ¢ on R?, and therefore

p(x) = A’f(x)_1 for all x € RY.

This is another particular case (but in a non-compact setting) where one can
identify the linear functional ¢ in Theorem 7.1 (now with Q(g) = Z[x]; and
Zix]y={¢ € R24+1: M, (¢) > 0}). For instance, the scaled Hermite polynomials
of degree at most 1,

Ho(x) = Qn)™ 4, H;(x)=Qn)y %, j=1,....d,

6 A triple (F, g, H) of polynomials in Z[x] satisfies (polynomial) Pell’s equation if FZ + g H> = 1.
p g poly poly q g
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are orthonormal with respect to the Gaussian (product measure)

du(x) = exp <— Z x§/2> dx,

J
and

d
AT = Y Hi07 = @y P+ 1P
j=0

7.5. Comparing Moment-SOS hierarchies of upper and lower bounds

To compare the two Moment-SOS hierarchies of upper and lower bounds for solving
the POP

P: f"=min{f(x): x € S},
we express them in the same language of polynomial densities with respect to
a reference finite Borel probability measure y whose support is exactly the set
S c R? (assumed to be compact with non-empty interior). Let 2(S) be the space

of probability measures on S, and let (Py), cya be a family of polynomials that are
orthonormal with respect to u.

Moment-SOS hierarchy of lower bounds. With ¢ € R[y]; arbitrary, and from the
reproducing property (7.4) of K%' ,» observe that

¢(f)=¢< [ Pa<y>Pa<x>f<x>du<x>>

d
a €N2n

>, #(Po) [ Pul) f0

d
a €Ny

/S f(x)< >, ¢<Pa)Pa<x>> du(x)

d
@ €Ny,

= /S J(X) 7 (x) du(x),

where the degree-2n polynomial
X o 0y(x) = Z ¢(Po) Po(X) (7.22)
“GNEI"

is a signed density with respect to p.
Next, recall that in the semidefinite relaxation (3.5) of the Moment-SOS hierarchy

*

of lower bounds on f*, we search for a linear functional ¢ € R[x]] that satisfies

o(1) =1, M;—a;(gj-¢) =0 forall j =0,...,m,
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y=0
61
4
41
degree
5 — 5
o2 - 2
A 1 — 10
o || ) ; 0 — 15
0
-2

(a) (b) (©)

Figure 7.3. § = [-1, 1], u = dx/2; the signed density x = 074-(x) = K} (x, y) with
(@)y=0,(b)y=0.5and (c) y = 1. © Cambridge University Press, reproduced
with permission from Lasserre et al. (2022).

and that minimizes {f, ¢) = ¢(f) = fS f op du. Moreover, observe that

1=¢(1)=/(T¢dﬂ,
S

which means that o is a signed probability density. Therefore we have proved the
following.

Theorem 7.5. Let u be a finite Borel measure whose support is S in (2.7), and
consider the Moment-SOS hierarchy of semidefinite relaxations (3.5) for solving
P. Then, with n fixed, (3.5) reads

¢€I§§gm{/sf% du: o) =1; My_q,(g; - ¢) 2 0, j = 0,-..,m}, (7.23)

where o is the signed probability density with respect to u in (7.22).

So, again, solving the semidefinite relaxation (3.5) in the Moment-SOS hierarchy
is searching for a polynomial signed probability density oy € R[x],, of the form
(7.22), and as already mentioned, when the relaxation (3.5) is exact, ¢* = dy,
where y € S is a global minimizer of f. Then the associated polynomial signed
probability density oy« € R[x], reads

X 0 ()= ) Paly) Pa(X) = Kb (y,%).

d
a/eNzn

It is interesting to see oy~ in Figure 7.3 for the toy example where § = [-1, 1] and
p = dx/2. Indeed, o+ has a peak at x = y, and thus mimics the Dirac measure at
y (as far as moments up to degree 2n are concerned).
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Table 7.1. Hierarchies of upper and lower bounds interpreted as searching for
respective positive probability density )., 0o P and signed density ', ¢#(Py)Pq,
with respect to u.

Lower bounds Upper bounds
Primal Primal
T = infy [((Soerg #Pa) Pa) fdu Ry =infoy; [(Saery oo Pa) fdu
s.t. ¢o(=o(1)) =1; s.t. op=1;
M,(gj-¢)>0,0<j<m. Daend OaPa=Xio;8;

Yj € Z[X]n-q;,0<j <m

Dual Dual
Ty =SUpy y, A Ky =supy g 4
St f—d=X" 0w, g st f = 4= S ¢(Po)Pa
wjeZ[x]n_dj,OSjSm M,(gj-#)>0,0<j<m

Comparing with the Moment-SOS hierarchy of upper bounds. Let u be the same
(reference) measure on S as in Theorem 7.5. By construction, the (refined) hierarchy
of upper bounds (&,),en in (5.4) is searching for a positive probability density
o € Qn(g). Hence x — o (x) = ), 0¢ Po(x), with

1=/a’d,u= O'/P du = oy,
s Za:asa

as Py = 1 (because u is a probability measure), and

O-eQn(g) = Z O—(ZP(}’:ZQ//Jg]’ l//jEZ[X]n_dj, j:05"~7m~
=0

d =
@ €N2n J

As we can see, Table 7.1 exhibits a complete symmetry between the primal and
dual formulations of the respective Moment-SOS hierarchies of lower bounds and
upper bounds, when the involved polynomials are expressed in the orthonormal
basis (Pg)gend -
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7.6. Notes and sources

Sections 7.1-7.2. For more details and historical background on the CD kernel and
the Christoffel function, the interested reader is referred to Simon (2008), Nevai
and Freud (1986), Lasserre et al. (2022) and references therein.

Section 7.3. This is based on Marx et al. (2021) and Henrion and Lasserre (2022).

Section 7.4. This is essentially from Lasserre (2022, 2023) and Lasserre and Xu
(2023). Remarkably, the generalized Pell’s equation establishes links between
seemingly unrelated fields such as optimization, positivity certificates, conic dual-
ity on one hand, and orthogonal polynomials and equilibrium measures on the other
hand. It is likely that the generalized Pell’s equation is valid only for sets with spe-
cific geometries and with an appropriate set of generators. Indeed, from the proof
in Lasserre and Xu (2023), a property of Gegenbauer polynomials (in particular a
summation property) is crucial. However, for more general basic semi-algebraic
sets S, there is an even weaker result that links the constant polynomial 1 € Q,(g)
and moments ¢ € Q) (g) of the equilibrium measure y of S; see Lasserre and Xu
(2023).

Section 7.5. Here we interpret both Moment-SOS hierarchies of upper and lower
bounds in the common language of densities with respect to a reference measure u
whose supportis S. In contrast to the hierarchy of upper bounds, finite convergence
for the hierarchy of lower bounds is possible (and in fact takes place generically)
because a signed density with respect to u may have all its moments up to order
2n equal to those of the Dirac measure at a global minimizer, which is not possible
for a positive density with respect to u on S (with non-empty interior) as in the
hierarchy of upper bounds.

8. Conclusion

We have described the Moment-SOS hierarchy methodology for polynomial op-
timization (hierarchies of lower and upper bounds). We have also used it to solve
the generalized moment problem (GMP) with algebraic data, whose list of ap-
plications in many areas of science and engineering is almost endless. The basic
principle behind the Moment-SOS hierarchy is quite simple, and for illustration we
have described its application to two problems (viewed as instances of the GMP)
in computational geometry and optimal control.

It is a powerful methodology but the computational cost of its basic formulation
can be quite heavy, even for problems of modest dimension. Fortunately, large-scale
problems often exhibit sparsity or symmetries in their formulation, and we have
also described how such properties can be exploited to define a sparsity-adapted
Moment-SOS hierarchy whose associated computational burden can be drastically
reduced.
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Much remains to be done in several research directions, some of which have
been briefly mentioned. As it is at the intersection of several disciplines, it is very
likely that we will see even more contributions in the coming years.
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