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Abstract
This paper explores the regulatory awakening regarding generative AI (GenAI) in the United States and
European Union (EU) institutions with the release of ChatGPT. Based on a thematic analysis of regulatory
documents, it investigates how governments have approached the deployment and use of this emerg-
ing technology within their classic government activities. The analysis shows several layers of regulatory
approaches, ranging from command-and-control to an experimental approach, combined with risk- and
management-based approaches. It also reveals different perspectives. The EU institutions have notably
adopted more restrictive guidelines on the use of publicly available Large Language Models (LLMs) - a
type o GenAI that is trained on vast amounts of text data to understand, generate, and respond in human-
like language. This approach reflects greater caution about data security and confidentiality and the risks of
foreign interference. However, the American and EU documents share a common concern about the risk of
reinforcing discrimination and the protection of human rights. Interestingly, considering the administrative
environment, neither the administrative activities in which GenAI may be used nor the key legal principles
embedded by the rule of law are explicitly used for guiding administration in their development and use
of GenAI. In this context, the paper calls for future research that could help contribute to the renewal of
administrative law theory in the context of the digital transformation of public administration.
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1. Introduction
In January 2024, the European Commission (EC) stated the following: “The advent of genera-
tive AI marks a transformative shift: unprecedented possibilities for supporting our staff, reducing
administrative burden, and enhancing quality and impact of the Commission’s work” (European
Commission, 2024, p. 2).TheCourt of Justice of the EuropeanUnion (CJEU) also emphasised that, in
the future, all staff members could benefit from an AI-powered virtual assistant, AI avatars could be
used to deliver internal training and to produce didactic materials and the case management system
(SIGA) could be completed with capabilities for generating classification indicators and case cor-
relation (Court of Justice of the European Union, 2024). Generative AI (GenAI) appears to offer a
new lever for re-enchanting public administration, which has the potential to contribute to a new
turn in the project of “reinventing government” through technology (Engstrom & Ho, 2020).1 It

1The “reinventing government” project was driven by US presidency Office and supported by private companies such as
IBM (Engstrom & Ho, 2020).
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2 Sophie Weerts

should change work flows by eliminating repetitive tasks, reducing the risk of human error, sav-
ing time in processing a file, improving service to users and supporting workers (Baily et al., 2024;
World Economic Forum, 2024). The optimistic view on the potential of this technology echoes the
global consultancy firms’ vision on the need to modernise the functioning of governments through
innovative artefacts (WordGovernment Summit and Accenture, 2024;McKinsey &Company, 2024).

Promises regarding the improvement or transformation of governments due to technological
advancements are not new in public administration practices and literature. Since the 1990s, the
deployment of the internet and information technology (IT) has improved access to and use of
government services (Margetts, 1995). It contributed to reframing bureaucracy for “e-government”
or “smart government,” all of which are considered the technical face of the open government2
(Kankanhalli et al., 2019; Mettler, 2019; Valli Buttow & Weerts, 2022). More recently, deploying
algorithms and big data in decision-making opened new – and worrisome – avenues in the digital
transformation of public administration (Dunleavy & Margetts, 2023; Yeung, 2022). In this context,
GenAI could then be the next transformative layer.

So far, use cases of GenAI in public administration have been scarcely documented, and the reg-
ulation of these uses is still emerging. When such use is documented, it seems to be implemented in
a rather disorganised fashion (Bright et al., 2024). The public administration and administrative law
literature on this issue are also in their infancy (Cantens, 2024; Pasquale & Malgieri, 2024). At this
early stage, research work must then be exploratory. For this reason, this paper aims to address the
following question: How do governments regulate the use of GenAI in the context of the pursuit of
government’s classic functions and its activities? To respond to this question, we investigate relevant
regulatory and policy documents adopted at the administrative, policy and political levels in the after-
math of the public launch of ChatGPT (in 2023 and 2024). We focus on the United States (US) and
the European Union (EU) institutions, two key players in AI technology and regulation that share a
common understanding of public administration (the rule of law) (see Bell, 2019; Napolitano, 2020).
We identified a few regulators inside the US and the EU that adopted a regulatory framework early on
that addresses the use of GenAI related to the execution of public administration tasks.3 Many public
authorities are yet to adopt these internal regulatory measures, and it remains unclear whether such
rules will become widespread across public administrations.

To address the proposed research question, we collected data from target institutions’ official
websites. Some were also obtained based on our right to access public documents, such as for the
European Union institutions’ (EUIs’) guidelines. We build our analysis on learnings from regulation
studies that highlighted the evolution of “command-and-control” regulatory approaches towards risk
prevention and anticipation (Black, 2012; Black & Douglas Murray, 2019). We add the experimental
approach, considering the deployment of regulatory sandboxes for regulating technology advance-
ments (Ranchordás, 2021; Ranchordás & Vinci, 2024), and the management-based approach, which
has been emphasised in other fields, such as environmental protection and food safety (Coglianese
& Lazer, 2003; Coglianese & Starobin, 2020). To better understand the risks and liabilities involved
in using GenAI by public administration, we developed various scenarios in which the technology
can be deployed and the various entanglements that each scenario entails can be analysed. By doing
so, we hope to bring to light the nuances that should be considered in various contexts of technology
use.

Considering the ongoing regulatory trajectory of GenAI in public administration, this paper will
not offer an exhaustive analysis or a definitive framework of the regulatory response from public

2The idea of open government can be understood as the set of transformation in the governmental apparatus that would
embrace transparency, participation and accountability. Technological innovations would mediate this transformation. To see
more on Open Government as an international movement, check Piotrowski, Berliner and Ingrams (2022).

3The early regulators were identified thanks to the work carried out by journalists and non-profit organisations. In this
respect, we are grateful for the monitoring work carried out by the Euractiv journal (Bertuzzi, 2023), the future for privacy
forum (Do, 2023).
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authorities. However, it will shed light on the prevalent regulatory approaches, as well as their ratio-
nale and issues to which this burgeoning regulatory phenomenon is supposed to respond regarding
the use of GenAI tools in public administration. It can already contribute to several discussions. It
offers a first comparison of points of view concerning the regulation ofGenAIwithinNorthAmerican
and EU administrations. It contributes to regulatory studies regarding technologies by empirically
illustrating the complexity of the regulatory responses regarding this emergent technology.On a prac-
tical level, it should enlighten public authorities that have not yet determined howGenAI can be used
within their service.

The following section provides some background about public administration, administrative law
and technology (Section 2). Next, wemap the US and EU regulatory instruments adopted in the con-
text of the deployment of GenAI, distinguishing between command and control, as well as between
preventive (or risk-based approach) and experimental measures (Section 3). Such mapping will then
enable us to identify not only the legal issues established by authorities but also the intentions pursued
in terms of deployment, as well as the values and principles promoted by the administrative and leg-
islative authorities (Section 4). To conclude this explorative study, we will formulate some potential
research avenues (Section 5).

2. Public administration, administrative law and technology
Before exploring the regulatory responses put in place for GenAI in public administration and the
resulting key legal issues and principles, this section briefly sheds light on two aspects: first, the clas-
sic or traditional activities for a public administration (Section 2.1); and, second, the current and
potential use of GenAI for pursuing administrative activities and their deployment scenarios (Section
2.2).

2.1 Administrative activities
Public administrations are pursuing action in the various fields of government (e.g., policy and
law-making, social benefits, education, justice, law enforcement, tax, transport, energy and border
controls). To act in these areas, public administrations must have the legal authority, and their action
must respect the legal framework.These requirements are components of the legality principle, which
is consubstantial with the rule of law. Deploying human resources (civil servants), as well as financial
and material resources (e.g., buildings, computers, Internet access), are thus governed by the law and
among themeans of action also figure legal instruments, which take either unilateral (e.g., regulations,
decrees, decisions) or bilateral (contract) forms.

Public administration activities can fit into three categories: the (quasi-) legislative law-making,
the (quasi-) judicialmaking, and a final group that wewill call “non-legally binding activities.”4 Figure
1 illustrates the three categories of activities. In legislative or quasi-legislative law-making, the admin-
istration contributes to the rule-making process through preparatory work, delegated rulemaking
and implementation. In this regard, the output of public administration is preparing statutes and
implementing them through delegated binding acts. Legal rules govern all these activities. For exam-
ple, American and EU rule and policymaking processes require public consultation (for legislative

4This distinction attempts to group the different activities of the administration inspired by the work on the different instru-
ments for pursuing public tasks of Alexandre Flueckiger ((Re)faire la loi. Traité de légistique à l’ère du droit souple, Staempfli
Editions, 2019). The first is the classic distinction in administrative law between the creation of legislative acts and those of
individual scope (decision). Depending on the legal system, activities which may be exercised by parliament and the govern-
ment, but also by bodies to which a delegation of power has been entrusted. To this distinction, we add – and extend – the
category of non-legal acts, which includes purely material acts and acts of informational scope. In this latter category, we also
include acts of a political and organisational nature, as well as those with a legal effect that varies depending on who is reading
it.
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Figure 1. Activities of the public administration.

acts) or notice-and-comment procedures (for agency regulations) as a preparatory step of the legisla-
tive process. They also establish with diverse levels of obligation the adoption of an evidence-based
approach, encouraging or imposing ex ante and ex post legislative evaluations.

In the quasi-judicial function, public administration exercises the adjudication function of a
department or agency. This type of activity develops in the wake of social benefits and the regulation
of economic activities. In this framework, the output of public administration will be the adoption
of individual decisions, such as granting subsidies, authorising the opening of regulated activities
or placing products on the market. Decision-making activities have a binding effect on others and
are also governed by legal rules to prevent arbitrary and ensure accountability in decision-making.
European and US public administrations are bound by the principles of the right to an effective rem-
edy and fair trial (e.g., Art. 47 EU Charter on Fundamental Rights and the US due process principle;
on this subject, see Citron, 2007; Finck, 2020).

The last group of activities covers an array of factual situations and actions. From this perspective,
they bring together acts and activities that are not legally binding for people outside the admin-
istration. This category covers purely material activities, such as building a road, watering a park,
publishing press releases and information campaigns or using software. It includes various gover-
nance frameworks and documents produced in the context of pursuing administrative actions such
as policies, plans, strategies and other guidelines. It also concerns preparatory, interpretative, confir-
matory and informative measures (e.g., when a civil servant answers a citizen’s question). Some of
these actions have an internal administrative effect on civil servants, agencies and authorities (e.g., a
plan or a strategy). From an external point of view, they do not have a binding effect on people out-
side of the administration. They remain, in principle, outside the scope of judicial review of public
administration.5

Technology deployment and use can be categorised as falling into the “non-binding act,” but tech-
nological tools can also be viewed as a means of implementing each of the situations described in the
three categories.They can then have legal and ethical effects depending on the context of their deploy-
ment. Indeed, public administrations and agents are bound by administrative law principles such as
legality, transparency, good administration, accountability, prohibition of arbitrariness, equality, good
faith and proportionality. They are also constrained by all other legal rules that must apply to their
activities, such as official secrecy, public procurement law, copyright law and data-protection law.

5However, non-binding acts are sometimes reviewed by courts. In this regard, the CJEU upholds the action of annulment
against non-binding measures if these measures have an obligatory legal effect on the interest of a private person or a legal
effect vis-à-vis third parties. See: C-294/83, Les Verts v. Parliament [1986] ECLI:EU:C:1986:166.
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Historically, IT in public administration was first concerned with deploying computers, connecting
services to the internet, putting webpages in place and, finally, connecting with people. Their deploy-
ment was thus an organisational and intern administrative issue, echoing this dimension that has
shaped the division between public administration studies and administrative law (Metzger, 2014).
However, the widespread use of advanced technologies has raised the question on how to conciliate
some of the technology’s features with administrative law principles.The following section introduces
the various scenarios in which the use of GenAI could raise legal (and ethical) issues.

2.2 Use cases and scenarios of GenAI
Because IT is first a question of internal organisation, GenAI systems – used as tools or services –
can be viewed as technical means with the potential to contribute to or carry out diverse admin-
istrative activities. GenAI systems can help civil servants complete their various tasks. Concerning
how the technological apparatus is developed and integrated into public administration, numerous
possibilities are open to governments (in-house development and implementation, outsourcing or
mixed solutions). These possibilities entail differences in the sharing and attributing obligations and
liabilities. In the following paragraphs, we exemplify a number of real-life initiatives that illustrate the
various possibilities open to the government.We then organise these possibilities into three scenarios
that shed light on the different assignations of obligations and responsibilities.

Some of the already documented or envisioned uses of GenAI comprise the following. The
state of California asked technology companies to propose GenAI tools that could help in reduc-
ing traffic jams and making roads safer for pedestrians, cyclists and scooter riders (Sowell, 2024).
Spain and Denmark are considering using GenAI in their policy of promoting less-used languages
(IBM Newsroom, 2024). The EC has developed a tool known as “etranslation.” Additionally, the
Commission and the Court intend to deploy many AI solutions. The EC projects the use of AI
tools to enhance “document summarisation capabilities, streamlining the preparation of briefings and
responses to questions” in order to introduce “a conversational platform that supports non-classified
human-like dialogues” and to provide “services to leverage the vast data, information, and knowledge
base that the administration has across various business areas” (European Commission, 2024, p. 7).
The EC is also exploring GenAI and LLM technologies to help case handlers deal with complaints in
shorter time spans by providing “smart search,” or semantic search capabilities, and “smart drafting,”
allowing for the reuse of past replies from similar complaints (EuropeanCommission, 2024, p. 7).The
Court of Justice of the European Union (CJEU) hopes that all staff members can benefit from an AI-
powered virtual assistant, AI avatars will be used to deliver internal training and to produce didactic
materials, and SIGA will be able to generate classification indicators and case correlation (Court of
Justice of the European Union, 2024). All of these projects show that GenAI tools will permeate all
types of administrative activities, from supporting staff in preparing binding and non-binding acts
to engaging with the public.

Deploying GenAI to pursue administrative action can follow three scenarios. The first scenario
occurs when the administration develops its own GenAI system. For example, the IT unit of the
Directorate-General for Translation of the EC developed tools based on LLMs such as eSummary
and eBriefing.6 eSummary is built on an open-source LLM accessible on HuggingFace. eBriefing uses
commercial LLMs to increase the robustness of the tool. SuchGenAI systems can also take the formof
chatbots: the French AI chatbot “Albert” supports civil servants in their daily tasks (Koller, 2024), the
Portuguese Sigma chatbot responds to citizens7 and, soon, the AI chatbot “Aristote” should answer
to French students. Some tools are only for internal use (eSummary and eBriefing, Albert), whereas
others are accessible to citizens (e.g., Sigma). A second scenario occurs when the public authority
purchases access to an LLM-based tool from a third party that fine-tunes the AI system based on the

6See: https://language-tools.ec.europa.eu/
7See: https://www.ama.gov.pt/web/english/citizen-portal

Downloaded from https://www.cambridge.org/core. 27 Jan 2025 at 10:43:32, subject to the Cambridge Core terms of use.

https://language-tools.ec.europa.eu/
https://www.ama.gov.pt/web/english/citizen-portal
https://www.cambridge.org/core


6 Sophie Weerts

Figure 2. Scenarios.

needs and data of the user – the administration. For example, in the US, the Defense Department
tested a GenAI tool (“Acqbot”) to help agencies write contracts and speed up the federal acquisi-
tion process, developed by a private company.8 The last scenario happens when, in the scope of their
administrative tasks, agents use a “public” GenAI system (i.e., a solution accessible to everyone either
free of charge or for a fee). Such a situation happens when using tools such as ChatGPT or Bard.
Figure 2 illustrates the various scenarios.

Each scenario will depend on political choices. From this perspective, Scenario I requires human,
financial and computing resources. It requires a model, meaning a neural network architecture
including – for instance, transformers, auto-encoders, generative adversarial networks and diffusion
models that have learned patterns from a large set of data.9 Alternatively, it may use an open-source
model that is fine-tuned on internally collected and pre-processed training data, as well as inter-
nal technical expertise. Such a scenario implies financial investment and a long-run perspective on
technology and public administration. It is also strongly aligned with the plan for increased digi-
tal sovereignty for public administration, a key challenge in cybersecurity and industrial policy for
governments. Scenario II follows the commercial logic of the software world between “off-the-shelf ”
or tailored solutions, meaning a readily available solution designed for a more extensive user base.
These solutions are mainly based on private actors and are market oriented. They involve outsourc-
ing human and technical requirements and imply a limited control of the administration over its tool,
which will be regulated by the service provider’s contractual provisions and conditions. Scenario III
echoes the data platform model already established by social media companies, where services are
freely accessible under the counterparty of users’ data. It does not require specific financial, human or
IT resources, but the protection of confidentiality, personal data or copyrights can be fragile. In terms
of cybersecurity, every scenario carries a different distribution of risks and perspectives on dangerous
“backdoors” for unauthorised actors, and usage is without guarantee. Additionally, it entails specific
risks concerning the training data (internal and external) that may have been negatively impacting
the model’s performance.

To sum up, from an administrative law perspective, deploying GenAI in public administration
can be considered an aspect of the non-legally binding measures that an administration can put in
place. Nonetheless, GenAI can be used by public administration for different purposes and con-
tribute to law-making, decision-making, policy adoption and implementation activities. They are,

8See: https://acqbot.com/
9However, this scenario could be more complex. The administration can contract out its IT services to an external service

provider. The latter would then be responsible for the technical development of generative AI. In the latter case, however, there
will be other important legal issues to settle in the contract concerning intellectual property rights and IT security issues, thus
weakening the guarantee of digital sovereignty.
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therefore, likely to have a legal effect on people outside the administration. Hence, their use may
require regulatory or even legislativemeasures to ensure that with such technologicalmeans, the pub-
lic administration remains faithful to the administrative law principles such as legality, transparency,
good administration, accountability, prohibition of arbitrariness, equality, proportionality and good
faith. Some of these principles also bind administrations in their internal activities. Additionally, legal
rules, such as official secrecy, copyright law anddata protection, can be relevant in given contexts, con-
straining public agents and public administrations. In the following section, we analyse how GenAI
has been regulated so far in US and European institutions.

3. Exploring the regulatory measures for governing GenAI
In this section, we analyse the US’s and EU’s regulatory measures adopted in the aftermath of the
ChatGPT release in November 2022. From a legal perspective, authorities have responded using vari-
ous types of regulatory instruments available.The ensemble of various types of regulatory instruments
is often referred to as a “regulatory toolbox.” This section focuses on these regulatory documents,
understood as all kinds of documents, requiring administrations and agents to comply with rules and
procedures regarding implementing such technology in public administrations (Fisher & Shapiro,
2020). These regulatory documents form a disparate assemblage of measures. In an attempt to sys-
tematise them, we propose to apply to their study some of the regulatory categories informed by
regulatory studies: command-and-control, prevention (or risk-based), experimentation andmanage-
ment based. Considering that the American states were the first to regulate the deployment and use
of GenAI systems in their administration, we start with the US (Section 3.1).Thenwe will explore the
EU’s responses (Section 3.2). Figure 3 illustrates the different regulatory approaches in the regulatory
toolbox.

3.1 In the United States of America
In the US, both levels of government adopted regulatory measures presenting a continuum of
responses, from prescriptive to experimental solutions. Because the American states were the first
to address the question of deploying GenAI in state departments and agencies, we start by analysing
their executive orders (EOs) (Section 3.1.1) and then consider the federal response (Section 3.1.2).

3.1.1 Regulating GenAI at the state level
The scope of analysis is limited to the first eight states that regulated the deployment of AI by
administrative bodies with EOs: Kansas (July 25), Wisconsin (August 23), California (September
6), Oklahoma (September 25), Virginia (September 29), Pennsylvania (September 29), New Jersey
(October 10) and Oregon (November 28) (Do, 2023). Not all EOs especially mention GenAI or pro-
vide the same degree of precision regarding the regulatory measures put in place. For this reason, we
concentrate on Kansas, California, Pennsylvania, Oklahoma and New Jersey.

First, the EOs include a series of measures that can be ranked as command-and-control. In this
regard, only Kansas and Pennsylvania EOs contain direct injunctions regarding the use of GenAI.
Kansas policy lays down rules that establish situations in which the use of AI must be limited; it states
that the AI output “shall not be assumed to be truthful, credible or accurate, be used to issue official
statements (i.e., policy, legislation or regulations), not be treated as the sole source of reference, not
solely be relied upon formaking final decisions, not be used to impersonate individuals and organisa-
tions.” Providing restricted information or copyright and property materials is also prohibited when
interacting with GenAI in the Kansas legislation (State of Kansas, 2023, 9.2.3 and 9.2.5). Contractors
must disclose their utilisation or integration of GenAI in their programmes (State of Kansas, 2023,
9.2.7). They cannot use restricted information or other confidential data in GenAI queries for build-
ing and training proprietary GenAI programmes unless explicitly approved by the agency head with
consultation from the chief information security officer (State of Kansas, 2023, 9.2.8).
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Figure 3. Regulatory toolbox.

Other measures are oriented towards prevention and echo a risk-based approach. Such a preven-
tive approach requires, for example, conducting a preliminary assessment and reviewing responses
generated from GenAI outputs by a “knowledgeable human” (State of Kansas, 2023, 9.2.1). When
using GenAI tools, agency external-facing services or dataset inputs or outputs shall disclose the use
of AI and what bias testing was done, if any (State of Pennsylvania, 2023). A few measures express an
experimental approach. In this regard, some EO encourage state agencies to pilot GenAI projects and
explore new ways of utilising technology to improve services and administration (State of California,
2023, Sections 3f, 3g; State of Pennsylvania, 2023, Section 4).

Beyond these regulatorymeasures, EOs share a common idea around the need to set one or several
governance bodies for monitoring AI systems and GenAI.They put in place governance bodies (such
as AI task forces or GenAI governance boards), regulatory bodies (AI council) or mandated state
agencies (State of New Jersey, 2023).10 These bodies play different roles in implementing measures
to ensure information, training, planning and evaluation. In this context, some bodies are required
to gather information about emerging technologies, assess their impacts on vulnerable communi-
ties or collect salient cases.11 Some EOs also require the governance bodies to update knowledge
among civil servants (State of California, 2023, Section 5; State of Oklahoma, 2023, Section 7a; State
of Oregon, 2023; State of Pennsylvania, 2023, 4.a.6). They are charged with drafting new guide-
lines regarding public procurement and the use of GenAI tools, whenever the EO did not include
such rules itself (State of Oklahoma, 2023). Some EOs also require the administration to adopt
a comprehensive approach regarding GenAI, from the design, development and procurement to
deployingGenAI tools. All of these elements echo another category of regulation:management-based
regulation (Coglianese & Starobin, 2020).

10TheNew Jersey’s EO charged the office of information technology to develop a policy to govern and facilitate the use of AI
by executive branch departments and agencies and to evaluate tools and strategies to improve government services through
AI (10.c). The office of innovation shall develop a training program for staff members (10.d).

11The New Jersey EO charged its AI task force to studying emerging AI technologies in order to issue findings on the
potential impacts of these technologies on society and offer recommendations to identify government actions appropriate to
encourage the ethical and responsible use of AI technologies (1).
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3.1.2 In the federal government
On30October 2023, President Biden signed EO14110, regulating the use ofAI systems andGenAI in
federal departments and agencies (Exec. Order No. 14110, 2023).12 The EO is intended to bring uni-
formity to administrative practices, following scattered and contradictory responses from US federal
agencies. For example, due to privacy and security concerns, the Environmental Protection Agency
did not permit their employees to use GenAI tools for official use (Borgardus, 2023). However, the
Defense Department was testing a GenAI tool to help agencies write contracts and speed up the fed-
eral acquisition process. This president’s EO adds a new regulatory layer to a range of legislative and
executive documents on AI, such as the Blueprint for an AI Bill of Rights and the NIST “AI Risk
Management Framework.”13 Moreover, two internal documents extend the EO on the issue of the
deployment and use ofGenAI in federal departments and agencies: theOfficePersonnelManagement
guidance on “Responsible Use of Generative Artificial Intelligence for the Federal Workforce” (Office
of Personnel Management, n.d.) and the Memorandum Advancing Governance, Innovation, and
Risk Management for Agency Use of Artificial Intelligence of the Office of Management and Budget
(OMB) (Office of Management and Budget, 2024). Also, in the federal EO, we find the four regula-
tory approaches – command and control, preventive, experimental and management based – as we
identified at the state level.

The federal EO poses no general ban or block on using GenAI in federal departments and agen-
cies (Section 10, f, i). However, the Office of PersonalManagement (OPM) offers general guidance on
using GenAI in the logic of command-and-control. It includes few principles such as “do not input
non-public information into public GenAI interfaces”; “Do not leave GenAI technology to oper-
ate autonomously without human accountability and control”; “Review all AI-generated materials,
including sources cited, to check that they are valid, accurate complete, and safe”; “Do not tamper
with or attempt to turn off guardrails against unsafe, offensive, and misleading inputs or outputs of
GenAI systems” and “follow your agency’s policy onwhen and how to disclose uses of GenAI” (Office
of Personnel Management, n.d.).

More broadly, the federal EO requires that federal agencies adopt a risk-based approach when
deploying AI systems if they impact the rights and safety of the public. It contains a series of mea-
sures regarding GenAI and the “dual foundation model,” which must be developed by the agencies as

12The EO does not apply to the government accountability office, the federal election commission, the governments of
the District of Columbia and of the territories and possessions of the United States, and their various subdivision and the
government-owned contractor-operated facilities, including laboratories engaged in national defence research and production
activities, for security reasons (44 U.S.C 350 (1)). In this framework, the scope of application covers executive departments,
public corporations and other establishments in the executive branch of the government and the Executive Office of the
President. It also included independent regulatory agencies such as the Federal Trade Commission or the Consumer Product
Safety Commission (44 U.S.C 350 (5)). AI in national security is governed by Section 10 (i) EO 13960.

13AI was on the political agenda at the end of the 2010s and was defined in Section 238(g) of the John McCain National
Defense Authorization Act for fiscal year 2019. The US Congress put in place a National AI advisory committee. The Office of
Management and Budget (OMB) was required to issue guidance to federal agencies and to create an AI Center of Excellence
within the General Services Administration (AI in Government Act, 2020). The Congress also adopted the AI Training Act
(Artificial Intelligence Training for the Acquisition Workforce, PL 117-207) to help train federal employees on AI’s capabili-
ties and risks and the Advancing American AI Act (James M. Inhofe National Defense Authorization Act for fiscal Yar 2023,
PL 117-263 (Title LXXII, subtitle B) to encourage agency AI-related programs and initiatives to enhance US competitiveness
in terms of innovation and entrepreneurship. The first steps were dedicated to building the general governance of AI with
the National AI Advisory Committee and Center of Excellence and focused on the government and not on private compa-
nies, with the adoption of the AI in Government Act. Two executive orders were already adopted – Executive Order 13859,
“Maintaining American Leadership in Artificial Intelligence” 19 (2019) and EO 13960 “Promoting the use of Trustworthy
Artificial Intelligence in the Federal Government” (2020), translating the ethical principles of the OECD recommendation –
but they were partially implemented.This last one was updated by the NISTAI 100-1 for generative AI and the secure software
development framework for generative AI and for dual-use foundation models.
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part of their regulatory activity. For example, it requires that the director of OMB provides guidance
that “shall specify, to the extent appropriate and consistent with applicable law, (…) external testing
for AI, including red-teaming for GenAI, to be developed in coordination with the Cybersecurity
and Infrastructure Security Agency” (Section 10, b, viii [A]). It shall also include testing and safe-
guarding against discriminatory, misleading, inflammatory, unsafe, deceptive, unlawful or harmful
outputs for GenAI (Section 10, b, viii [B]) and the steps to watermark or label output from GenAI
(Section 10, b, viii [C]). Moreover, the OMB’s Memorandum provides a list of presumed risks when
AI can be safety impacting, such as controlling or meaningfully influencing the outcomes of a series
of activities (e.g., dam management, emergency services, electrical grids, transportation, industrial
emission, environment impact control process) (Appendix I, 1) or when AI can impact rights in con-
trolling or meaningfully influencing the outcomes of activities and decisions regarding individuals
(e.g., free speech, law enforcement, immigration and asylum, measuring emotions, decisions regard-
ing medical devices, medical diagnose tools, loan-allocation process, government benefits, decisions
about child welfare or child custody) (Appendix I, 2). GenAI can be deployed regarding some of
these activity fields. In such a case, agencies will have to carry out an impact assessment on AI, test
the performance of AI in a real-world context and carry out an independent evaluation, which must
cover the two previous elements (Section 5). For each aspect, the memorandum enumerates a long
list of measures. For example, the impact assessment will cover the objectives and expected benefits,
the potential risks and the stakeholders who will be most affected. In this respect, it also requires that
agencies not use AI if the benefits do not significantly outweigh the risks (Section 5, c, iv, A, 1). The
impact assessment must also include evaluating the quality and adequacy of the data used for the
AI’s design, development, training, testing and operation (Section 5, c, iv, A, 3). In the case of GenAI,
which was developed by private actors, agencies may find themselves in a situation where they do
not have access to the data. In this case, they must obtain sufficient descriptive information from the
supplier to satisfy the following requirements: provenance and quality of the data.

The EO encourages the adoption of some provisions that embrace the experimental approach to
regulation. For example, agencies are encouraged to provide access to secure and reliableGenAI capa-
bilities for the purpose of experimentation “that carry a low risk of impacting American’s rights”
(Section 10.1, f [i]). It also authorises “AI red-teaming,” which is described as a “structured test-
ing effort to find flaws and vulnerabilities in AI system, often in a controlled environment and in
collaboration with developers of AI” (Section 3, d).

Finally, by adopting an innovation-orientedmindset, the EO encourages agencies to increase their
capacity to successfully and responsibly adopt AI, including GenAI, into their operations. To achieve
such a goal, agencies must develop an enterprise AI strategy (Office of Management and Budget,
2024, Section 1). These last provisions exemplify that the management-based approach also infuses
the regulation of GenAI.

3.2 EU institutions
On the other side of the Atlantic, EUIs also support the use of GenAI in public administration. EUIs
published their internal strategies to advance AI development and deployment, and the European
legislator adopted the AI Act, which contains provisions that apply to actors throughout the AI sup-
ply chain, regardless of whether they are private or public. The European Data Protection Supervisor
also indicated that there is no obstacle in principle to develop, deploy and use GenAI systems in
the provision of public services, providing that the EUIs’ rules allow it, and that all applicable legal
requirements are met, specifically considering the special responsibility of the public sector to ensure
full respect for the fundamental rights and freedoms of individuals when making use of new tech-
nologies (European Data Protection Supervisor, 2024). Our investigation scope is limited to the
EC, the CJEU and the Artificial Intelligence Act (AI Act) for data limitations reasons and due to
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the fact that the selected institutions share the same perspective.14 For their analysis, we apply the
same analytical grid distinguishing between command-and-control, risk-based, experimental and
management-based approaches.

From a chronological perspective, internal guidelines regarding public GenAI tools, such as
ChatGPT, were the first documents adopted by the European bodies (European Commission, 2023)15
Formally, these guidelines are not legally binding documents. However, they sometimes refer to legal
obligations and convey injunctions to their staff members in a logic of command-and-control. In this
respect, the EC and CJEU guidelines present a close similarity.16 The EC guidelines were first drafted
in 2023 by the InformationManagement Steering Board.Thedocument is designed to help staff assess
the risks and limitations of such tools. It also clearly indicates that these risks and limitations are not
necessarily relevant for internally developed GenAI tools (and, therefore, wouldn’t be relevant for
Scenario I). For those, the assessment is regulated by the “corporate governance for IT systems.” The
EC guidelines document is described as a “living document” that will need to be updated as needed,
while taking the AIA into account. It states five rules. These rules are especially relevant when the
use of GenAI entails a Scenario III context. First, “staff must never share any information that is
not already in the public domain, nor personal data, with an online available generative AI model”
considering that “staff are bound by art. 17 of the Staff Regulations, which forbids the unauthorised
disclosure of any information received in the line of duty unless it is already public.” Rule 2 requires
that “(s)taff should always critically assess any response produced by an online available generative
AI model for potential bias and factually inaccurate information key issues for public administration
services.” Rule 3 is “(s)taff should always critically assess whether the outputs of an online genera-
tive AI model are not violating intellectual property rights, in particular copyright of third parties.”
Rule 4 states that “(s)taff shall never directly replicate the output of a generative AI model in public
documents, such as the creation of Commission texts, notably legally binding documents.” Finally,
“(s)taff should never rely on online available generative AI models for critical and time-sensitive pro-
cesses” (European Commission, 2023). Similarly, the CJEU also fixes five principles regarding using
non-approved online available GenAI tools (Scenario III) (Court of Justice of the European Union,
n.d.).17 One principle differs from the EC guidelines. It recommends that “staff members discuss and
agree with their colleagues on how to ensure human quality control to the information generated via
AI tools. They should ensure, through human review, of all outputs based on AI inputs, after careful
reflection on the need to use generative AI” (Court of Justice of the European Union, n.d., pp. 3–4).

Moreover, in 2024, the two European institutions adopted their own AI strategy, which plays an
intern organisational role and guides administrative action. These documents echo the preventive
or risk-based approach and management-based approach. They put an overarching framework for
action inside each institution and specific plans to achieve the desired outcomes. In this regard, both

14At the time of writing this paper, Parliament’s IA strategy was not yet public. On 16 April 2024, the DG for Innovation and
Technological Support (ITEC) from the European Parliament (EP) adopted the guidelines “Use of publicly available Artificial
Intelligence Tools for Parliament Staff”(European Parliament 2024). We get access to this document on the basis of a request
for access to public documents. Due to the lack of data, we mention the European Parliament in footnotes. We did not include
the first EDPS orientations for ensuring data protection compliance when using Generative AI systems, published in June
2024, which focuses on data protection: https://www.edps.europa.eu/system/files/2024-06/24-06-03_genai_orientations_en.
pdf (last consultation, 28 June 2024).

15We got access to this document on the basis of a request for access to public documents.
16Regarding the European Parliament guidelines, the document indicates three principles: (1) Non-disclosure and personal

data protection which echoes the rule and principle 1 of the EC and CJEU; (2) Content responsibility (which is similar to rule
4 of the EC) and (3) Transparency and Compliance and (4) Autonomy and Business Continuity which is closed to rule 5 of
the EC. The transparency and compliance principle offers the most distinctive dimension from the two other guidelines. It
means that Parliament staff must always properly reference sources when making substantial use of generative AI tools, using
the disclaimer “AI-assisted.” The idea of substantial use is defined as the action of “interpreting data analysis, generating draft
legislation, developing hypotheses, etc.” It does not cover using generative AI as a basic author support tool.

17The qualification of non-approved online available generative AI tools means that an intern body of ECJ can approve such
tools and release the injunctions.
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strategies strengthen the IT governance regardingAI, whichwill play a decisive role in the assessment,
implementation and evaluation of each AI system and GenAI system. For example, the European
Commission Technology andCybersecurity Board (ITCB) is in charge of conducting the preliminary
assessment of AI initiatives in compliance with ethical, legal and regulatory requirements (European
Commission, 2024, p. 5).18 The CJEU added two new bodies to the first two already responsible for
architecture and data governance. The first takes the form of an initiative whose mission is to identify
potential areas in which AI tools can bring benefits and to set up pilot projects/prototypes for the use
of AI tools in order to test their benefits (European Commission, 2024, p. 5).19 The second structure
is a committee that drafts policies and guidelines.20 Strategies also identified that potential new use
cases for AI systems within GenAI can play a determinant role, such as “[supporting] the legisla-
tive process, policy monitoring and responses to parliamentary questions” in carrying out an impact
assessment of major legal proposals, searching and analysing legislation, assessing the impact of new
legislation on existing European and national legislation, supporting legislative (thematic) negotia-
tion or “[supporting] the drafting of non-sensitive content for briefing, reports, and other documents”
(European Commission, 2024, p. 9).

Beyond these administrative documents, the European legislator adds a new layer of obligations by
adopting the AIA (Regulation (EU) 2024/1689). It includes a complex layer of compliance obligations
that follow the preventive regulatory approach and will bind public administration in the EU. In this
respect, the scope of obligations will vary depending on the context of the purpose (high risks or
not) and whether the public administration is a provider or only a deployer of the GenAI system,
underling the importance of determining the scenarios in which the technology is developed and
deployed.21

In the case of developing a GenAI model to carry out an activity that is not categorised as rep-
resenting a high risk, the administration acts as a provider. It has to fulfil a series of obligations.
For example, in the case of IT services developing an in-house general-purpose AI system (Scenario
I), it “shall ensure that the outputs of the AI system are marked in a machine-readable format and
detectable as artificially generated or manipulated,” except if the system performs “an assistive func-
tion for standard editing or do not substantially alter the input data provided by the deployer or the
semantics thereof ” (art. 50 [2], AI Act). Except under certain circumstances and unless the inter-
action with the machine is obvious, the administrations will also have to ensure that citizens who
interact with the GenAI system are informed in a clear and distinguishable manner of the interaction
with a machine (art. 50 [1] and [3], AI Act). It is important to underline that when considering com-
pliancewith this obligation, onemust consider not only the average person but also persons belonging
to vulnerable groups due to their age or disability (Recital 132). As providers, the administrations will
have extra transparency obligations in making publicly available a sufficiently detailed summary of

18The work of the ITCB has already resulted in the publication of several reports that aim to develop a framework
for AI’s good cybersecurity practices. On this subject see: https://www.enisa.europa.eu/topics/iot-and-smart-infrastructures/
artificial_intelligence

19In the EC level, the AI@EC network is in charge of identifying AI opportunities and use cases alongside with the potential
risks and facilitating the exploration of new AI projects services and building and sharing knowledge in the AI area. In the
ECJ, the “AI + Network” has for mission “to detect the areas in which AI tools will bring benefits to current activities.” They
will also be “in charge of the prototypes and/or pilots designated to test the envisaged capabilities and to assess the benefits of
their realization” (Court of Justice of the European Union, 2024, p. 20).

20In the EC, the Interservice Steering Group on AI (ISG-AI) will coordinate and implement AI initiatives and oversee the
AI@EC network activities. It will also set policies and frameworks and drafting operational guidelines for using AI in the
commission (European Commission, 2024, p. 5). At the ECJ, the AI management board will be in charge of ensuring that
the acquisition or creation of any AI tools respects ethical principles and fundamental rights. They will issue an ethical and
fundamental rights charter that will be used as based to assess of any decision of acquisition or creation of AI tools.They would
also define “red lines” in case of a high level of risks in the adoption of AI in certain types of business areas or with certain AI
tools (Court of Justice of the European Union, 2024, p. 20).

21We did not include the hypothesis of general-purpose AI model with systemic risks considering highly hypothetical that
an European public administration develop such high-performance model.
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the AI model’s content. This summary should include the main data collections or sets that went into
training the model (art. 53 [1] AI Act). If the administrations want to use a tailored GenAI system or
integrate a GenAI model interface in their own AI system, they will also need to show diligence in
getting access to technical documentation and to a comprehensive summary regarding the datasets,
except if the AI model is under a free and open access license (and 53 [2], AI Act). Exception is jus-
tified because “open-source licences should be considered to ensure high levels of transparency and
openness if their parameters” (Recital 102). Administrations can also be in the position of deployers
when using a GenAI system. In this case, they must disclose that the text has been artificially gener-
ated or manipulated (art. 50 [4] AI Act). However, such obligation does not apply where the use is
authorised by law for criminal prosecution, where a human reviews the generated content or makes
an editorial control, and where a natural legal person is responsible for the content publication.

However, it cannot be excluded that GenAI systems could be used to make decisions affecting
the terms of the work, as well as access to essential public services and benefits, or contribute to the
administration of justice, such as assisting a public authority in interpreting facts and the law. Such
purposes will then fall into the high-risk category established in Annex III; in this circumstance, the
compliance obligations could be more difficult to disentangle, but two options can be identified: the
first one when there is an agent on the decision loop or in the editorial role; at that time, it could be
considered that the GenAI system does not play a determinant role. Also, in this case, there is no need
to comply with the specific obligations resulting from the high-risk deployment domain (Recital 53).
The second option assumes that GenAI’s impact on decision-making is not incidental or the decision-
making process will not ensure a decisive role for human control.22 The degree of autonomy of the
human-in-the-loop with regard to technological aid should be the subject of a previous assessment
that should be documented (Recital 53). In the second case, if the intervention of an AI system is not
consideredmerely incidental, the administration acting as a provider will have to complywith a series
of obligations, such as implementing the risk management system for monitoring and mitigating
risks to which GenAI can contribute regarding notably fundamental rights (art. 9, AI Act), putting
in place safeguards regarding the data preparation and data governance (e.g., bias-detection process)
(art. 10, AI Act), keeping up-to-date technical documentation (art. 11, AI Act) or ensuring accuracy,
robustness and cybersecurity of the tool (art. 15, AI Act).

Additionally, the analysed documents show that the EU and its institutions want to promote AI
innovation through an experimental approach. Such an experimental approach is also promoted
in the various documents. The CJEU and EC strategies mention a two-stage approach. The first is
explorative, meaning that the institutions deploy and test AI solutions in their services. The second
is the “industrialisation phase,” which can be deployed when there are positive results (European
Commission, 2024, p. 9). This is the case with GPT Lab at the DGT and the GPT@JRC and AI sand-
box at the JRC (European Commission, 2024, p. 9). Other initiatives could be developed through the
AI@EC network.The ECJ document indicates that the last three years were the occasion of an experi-
mentation phase, with 30 projectswithin two-thirds being viable.They relied on anAI+Network and
implemented an Innovation Lab where they meet industry. However, if there is a regulatory assess-
ment by the ITCB at the implementation stage, the test protocols remain expected. The experimental
approach is also embedded in theAIAct, which authorises experimentation through regulatory sand-
boxes (art. 57 (1) AI Act) and real-world experiences (art. 60 AI Act). Regulatory sandboxes will be
conducted by and under the supervision of the EuropeanData Protection Authority (art. 57 (3) AIA).

The EU regulatory documents follow the same regulatory path as those in the US, combining
command-and-control aspects, as well as risk-based, experimentation and management approaches.
In the next section, we will thus discuss their convergences and nuances.

22Such a decision-making process could then also present an issue regarding the GDPR, art. 22.
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4. Convergences and nuances in the regulatory awakening
Before highlighting the convergences and nuances among the regulatory approaches deployed in the
US and in the EUIs, it must be underlined that the regulatory documents express a clear and shared
belief that GenAI is a supporting and necessary tool for public administration staff in the AI era.
This supportive dimension is illustrated by the fact that no absolute prohibition has been proclaimed,
and if sometimes severe limitations have been imposed, these relate to specific cases (e.g., the use of
GenAI solutions in free access, as in Scenario III). Furthermore, in some cases, expectations raised by
this technology appear to be extremely high, echoing the somewhat naïve belief that technology will
be able to solve all the problems and criticisms of bureaucracy. For example, in the ECJ case, GenAI
is supposed to enhance the effectiveness of the administrative and judicial processes, contribute to
the ideal of justice by fostering quality and consistency of judicial decisions or increase access and
transparency for EU citizens (notably for people with disabilities, who could benefit from chatbots,
virtual assistants and AI avatars that could support their quest for information). Such a vision seems
to forget that technology is always rooted in a social, economic and political context and that simply
deciding to implement or use it is not enough for an organisation’s recurring problems to evaporate.

The risk-based approach is the means to pave the way forward for the deployment of GenAI. The
regulation of GenAI use by public administrations takes the form of a series of compliance measures
and establishes a governance structure dedicated to AI, which is called upon to play a key role in
meeting compliance obligations. There is also a shared commitment that the technology and its uses
comply with human rights. The EC will refrain from using AI systems incompatible with European
values or threatening security, safety, health and fundamental rights. The US federal EO announces
that all existing AI systems should be assessed and dismantled in case of incompatibility with civil
rights. Using GenAI tools needs to be human centred and equitable, testing for and protecting against
bias so that it does not favour or disadvantage any democratic group or others. Agencies should ensure
that they do not unlawfully discriminate against or disparately impact individuals or communities
based on or due to ancestry, disability, age, sex and national origin, familial status, race, gender, reli-
gious creed, colour, sexual orientation, gender identity or gender expression. On this point, the US
NIST framework could serve as a landmark regulatory tool.

The preventive and management-based approaches do not exclude certain explicit and implicit
constraints in the logic of the command-and-control regulatory approach. In this regard, GenAI
represents a problem regarding secrecy in conducting public affairs and the secret duty of public
agents, especially in Scenarios II and III. It also represents a risk for civil servants of breaching the
law (and violating the principle of legality). All input data – including prompts – are exposed to
disclosure risk. Input data can cover all types of data in possession of the public administration (e.g.,
personal and other proprietary data, closed and open government data), and data reuse can be subject
to legal requirements (such as personal consent or legal basis). Civil servants could commit pro-
fessional misconduct and be liable for disciplinary or criminal action if protected data are entered
into the model. A second critical legal issue is discrimination. Public administration is required to
respect the principle of equality and non-discrimination among individuals. Here, again, the large
datasets on which GenAI systems are built make the task of combating bias particularly sensitive.
Moreover, whatever the contractual arrangements regarding data, there is a risk of bias in the output,
jeopardising impartiality and non-discrimination principles. Bias and discriminatory behaviour are
intrinsic characteristics of GenAI models; therefore, the complete protection against this problem
can be considered a technical challenge. Asserting mechanisms that counter this problem by flagging
problematic categorisation remains a significant technical challenge. Moreover, the possibilities of
legal responses to discriminatory algorithmic behaviour are scarce due to the difficulties of detecting
and acting against it (Beaulieu & Leonelli, 2022; Pasquale & Malgieri, 2024).
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The experimental approach has also been provided in some regulations, but it remains in the
shadow of the other ones. The EU strategies put in place AI governance for experimenting with in-
house solutions (Scenario I) and guidelines indicating strong caution regarding online available tools
(Scenario III). The AI Act also favours open-access models, which benefit from fewer compliance
obligations. On the other side, the US documents emphasise the need to update the public procure-
ment process, opening up opportunities to adopt Scenario II. For example, states’ EOs mention the
importance of reviewing regulations on public procurements (State of California, 2023, Section 3;
State of Pennsylvania, 2023, Section 4). The federal documents also emphasise the need to adapt
the regulatory framework for acquiring solutions developed by private players. Federal agencies are
encouraged to submit proposals to the Technology Modernization Fund to fund projects, particu-
larly GenAI, to support mission execution (Section 10 [g], from the EO). They are encouraged to
negotiate “appropriate terms of service with vendors” (Section 10.1, f, [i], from the EO). The General
Services Administration, in coordination with other departments, must develop a resource guide to
take actions consistent with applicable laws to facilitate access to federal government-wide acquisi-
tion solutions for specific types of AI services and products, including GenAI solutions (Section 10.1,
h, from the EO). In addition, the US administration has to develop and publish “a framework for
prioritising critical and emerging technology offerings (…), starting with generative AI offerings that
have the primary focus of providing large languagemodel-based chat interfaces, code-generation and
debugging tools, and associated application programming interfaces, as well as prompt-based image
generators” (Section 10.1, f(ii), from the EO). It also contributes to pointing out various economic
approaches to administrative transformation by deploying GenAI. These EU and US perspectives
show different economic logic, which could contribute to their industrial policy regarding technol-
ogy. Indeed, although the technology-oriented industrial policy of the EU is increasingly concerned
with sovereignty and has relied greatly on public funding research and development, the US focuses
on the development of public–private partnerships, relying on amore dynamic private sector focused
on technology (Edler, 2024). Furthermore, the European approach can also be questioned, consider-
ing the current trend for big data and the needed computational resources for LLMs. In this sense, it
seems unrealistic to imagine that governments do not rely on outsourcing regarding the GenAImod-
els, despite the cautionary approach adopted by the internal guidelines about online freely available
GenAI.

The analysis also reveals that regulators are sensitive to the risk of personal data and copyright
breaches and confidential information exposure. Regulatorymeasures also emphasise the importance
of transparency concerning technical documentation and tracing process obligations. However, such
transparency does not meet the legal understanding of transparency, which is a key legal value from
a rule of law perspective. In administrative law, transparency might be understood as the minimal
openness process, including access to documents and publications of official measures (Hofmann,
2014). It is the basis for a whole series of individual rights guaranteeing political participation and
protection against arbitrariness (right to an effective remedy and fair trial). In this regard, trans-
parency is intrinsically related to accountability. It has to be respected regardless of the means (Finck,
2020). In this regard, the documentation and explanation approach does not resolve the technology
opacity because the content generated cannot be wholly explained on a purely technical level.23 The
issue already arose with algorithmic tools, and alternative options have been debated between fully
disclosing training data and source code, ensuring the explainability of the system through procedu-
ral guarantees, providing counterfactual explanations or limiting themachine’s autonomy and placing
it under the decision-making power of the human.

23In this sense, it is interesting to mention Italian case law that already recognises that the principle of transparency when
confronting automated decision-making should ensure full knowledge of the existence of and the substance of algorithms
employed in the case. To more on this issue, see: Galetta and Pinotti (2023). Automation and Algorithmic Decision-Making
Systems in the Italian Public Administration. CERIDAP, 2023(1), 13–23.
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However, other important administrative law principles have been overlooked. For example, the
legal certainty principle requires administrations to act consistently, enabling individuals to regulate
their conduct according to the law. It thus protects individuals from contradictory and inconsis-
tent decisions. Legal certainty guarantees that demands will be dealt with within a reasonable time.
The potential shortcomings of the AI model due to the data and the design of the algorithms are
generally considered an issue in terms of reliability and certainty (Floridi, 2023). Hallucination and
output incoherencemight cause tension with principles of legal certainty and protection of legitimate
expectations, both related to the principle of legality.The principles of proportionality and precaution
concerning environmental impact, which are nonetheless transversal principles in European law, do
not feature in the points to be discussed before deploying solutions operating with GenAI. On this
point, wemight wonder whether the regulatory measures do not ultimately reflect a discourse and an
eagerness, which are not always justified, to the point of missing some essential issues. Such a move-
ment is in clear opposition to one of the first lessons to be learnt with regard to better regulation
movement: making decisions based on facts rather than emotions.

Overall, analyses of the whole ensemble of documents coming from various legal traditions con-
verge in what is regarded as the most salient human rights issues arising from the use of GenAI: The
pejorative effect that it could have in discriminatory behaviour and arbitrariness and the risks that
it represents concern the protection of privacy and protected information. On these points, all insti-
tutions seem well aware of the risks and warn their collaborators about them. What remains to be
seen is how this awareness will be translated into the effective prevention of, compliance with, and
enforcement of these regulatory frameworks. In this regard, what might play a significant role in the
real-life effects of these regulations is the fact that they are (or not) backed up by legally binding dis-
positions that are provided with enforcement measures. In this effect, the institutional frame of the
EU may have a relative advantage; it seems that it is indeed backed up by the recently adopted AI Act
combined with the General Data Protection Regulation. However, the implementation of the AI Act
is neither easy nor simple, so it remains to be seen if the public administrations across the ocean will,
in the near future, walk parallel or divergent paths.

5. Conclusions
This paper offers a preliminary analysis of this regulatory awakening regarding GenAI in public
administration. The analysis was inspired by regulatory categories developed in regulation studies.
It maps a set of measures echoing these different regulatory approaches to ensure trustworthiness
around AI technology. This analytical grid contributes to highlighting some nuances. These are
marked in terms of the openness to private technology players. On this point, the European insti-
tutions are indicating a desire to develop in-house solutions with a view to digital sovereignty. The
Americans, who benefit from a national network of technology companies, do not share the same
concern, as underlined by the importance given to the issue of updating public procurement docu-
ments and procedures. Furthermore, beyond systematising the various measures anchored in the
regulatory documents, the paper shows the key issues for public authorities regarding the use of
GenAI. These are the key points that have been most discussed in the press and by experts. However,
regulators are largely left in the shadow of other key legal issues, such as how GenAI can operate
according to the legal principles that should govern any administration. The documents also largely
ignore the environmental and societal impact of GenAI.

Preliminary analyses do not pretend to offer exhaustivity, and they are exploratory. In this regard,
they help to formulate paths for future research. Also, the state of development regarding GenAI
limited the scope of our research to a regulatory perspective. For legal research, case law will come
later, allowing legal dogmatic analysis. In the meantime, sociolegal studies should be carried out
to understand, for example, how civil servants use technology and integrate the principles of good
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public administration and other legal issues already pointed out in this paper into their use of tech-
nology. Moreover, GenAI tools are human-enhancing technologies; they are not purely technical
but sociotechnical. From this perspective, questions should arise about the trade-offs concerning
expertise and technological solutions and the effects of this broad use on the collective life and admin-
istrative legal principles developed to guarantee accountability and prevent arbitrary action from
the public administration. Furthermore, from a regulation studies perspective, the experiment-based
approach could be the next generation of regulatory approaches. All these research perspectives could
then contribute to revisiting the theory of administrative law in the context of state activities’ digital
transformation.
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