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The  U.S. National Defense Strategy states that one of its goals is to

“modernize the systems that design and build the Joint Force, with a

focus on innovation and rapid adjustment to new strategic demands.”

Consistent with that effort, the U.S. Department of Defense (DoD) has identified

artificial intelligence (AI) as a technology with disruptive potential for defense

capabilities and highlighted it as a critical technology area for enhanced attention

and investment. It is well understood that AI, machine learning (ML), and auton-

omy, are all poised to drive military technological advantages. The National

Security Commission on Artificial Intelligence noted that “the ability of a machine

to perceive, evaluate, and act more quickly and accurately than a human repre-

sents a competitive advantage in any field—civilian or military.” As such, AI

holds incredible promise to improve the ability and function of nearly all defense

systems and operations.

Given the tactical and strategic value of the technologies and the proliferation of

threats, the military continues to explore the development of new autonomous

technologies to execute national security missions. Autonomous systems can pro-

cess and use tactical data and sensing information with speeds impossible for

human operators and represent an excellent opportunity to relieve human oper-

ators from some “dull, dirty, and dangerous” activities. However, the nature of
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AI and the autonomous defense platforms and weapon systems that AI may

enable sparks concerns about their ability to enable operations outside traditional

international norms and current or impending formal international agreements,

leading to calls for new international agreements to restrict or ban lethal autonomous

weapon systems.

Discussions on the promise of autonomous defense systems point to several

technical issues that may lead to complex policy and ethical considerations.

These include—but are not limited to—how systems deal with compromised,

biased, and synthetic datasets; the level and manner in which human interaction

with these systems both controls the systems’ behaviors and teams with them to exe-

cute missions; the speed of machine learning resulting in modifications of system

behaviors; the metrics used by the systems to optimize their performance; the pre-

dictability and reliability of the systems especially in dealing with rare or unexpected

situations; the certification of developmental autonomous systems prior to their use;

and the processes used to explain systems behaviors during mission activities.

The development of new technologies that enable autonomous weapon systems

poses a challenge to policymakers and technologists trying to balance military

requirements with evolving DoD guidance, international obligations, commercial

market considerations, and traditional ethical norms. In the military context, this

is complicated by standard military technology acquisition processes that begin

with threat- or technology-based requirements that drive the development and pro-

duction of new systems. The process of developing requirements is optimized to

meet military operational goals and sometimes operates without close coordination

with policymakers or technical experts. It is further complicated by China and

Russia actively developing autonomous, AI-enabled weapon systems, since both

countries have a track record of not considering the same kinds of ethical issues

as those being discussed by the United States.

The global and dual-use nature of this sector and the speed of technological

development will further complicate the development of the technologies and policy

framework. Commercial and global innovators and customers of AI systems will

establish their own preferences and ethical norms outside the needs or concerns

of the military. This will drive AI–product development, sales, and proliferation,

which in turn will affect the capabilities transferred to military systems.

Nevertheless, we argue that developing a workable and realistic regulatory

framework governing the allowable use of lethal autonomous weapons by the mil-

itary and the artificial intelligence that underpins autonomy is possible. It will

toward a balanced approach 273

https://doi.org/10.1017/S0892679423000321 Published online by Cambridge University Press

https://doi.org/10.1017/S0892679423000321


require a coordinated effort of the regulatory community, commercial and

military technologists (including independent auditors), and military operators

to create requirements that reflect the global proliferation and rapidly evolving

threat of autonomous weapon systems.

Recognizing the challenges associated with governing the development and use

of the technology as well as the need for transparent policies, the DoD has released

multiple guidance documents articulating how it views the development and use

of automated systems in the age of artificial intelligence (AI). In , the DoD

published a summary of its artificial intelligence strategy outlining how it intended

to leverage AI in its missions. The document lists five pillars that provide an over-

view of the DoD’s efforts to accelerate AI adoption including, “leading in military

ethics and AI safety” on the use of AI in a lawful and ethical manner.

Additionally, in , the DoD adopted five ethical principles of AI—suggesting

that it should be “responsible, equitable, traceable, reliable, [and] governable”—

based on dialogue between policymakers, technologists, and operators. In ,

the Biden administration signed the DoD’s Responsible Artificial Intelligence

Strategy and Implementation Pathway, which outlines the department’s approach

to implementing the five DoD AI ethical principles. In , the DoD updated

Directive ., “Autonomy in Weapon Systems,” which clarifies the roles

and responsibilities of the technical, policy, and military communities that man-

age autonomous systems’ maturation and eventual use.

While the DoD appears to be demonstrating a firm commitment to remaining

the global leader in developing and deploying new autonomous systems in a

lawful manner, this essay draws attention to key considerations for the technical,

policymaking, and military communities when thinking through the opportunities

and risks of autonomous weapon systems that will help those commitments

be fully realized. First, it sets the stage by using two historical case studies to

demonstrate that: () the lack of coherent dialogue between the technical and

policy communities can result in security, ethical, and legal dilemmas, and ()

bridging the gaps between the military, technical, and policy communities can

lead to useful technology with appropriate constraints that balances the needs

of all communities. While there are numerous examples illuminating both good

and bad coordination, these two case studies were chosen for their clear-cut

depiction of how outcomes can be shaped by dialogue.

The essay then builds on the two case studies by categorizing key takeaways

from interviews conducted with twelve subject matter experts (SMEs) from the
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commercial and defense industry as well as academia—many with previous senior

leadership experience within the government or military. The themes from the

interviews further the conversation by providing concrete considerations that a

policymaker or technical director might encounter when deliberating over

autonomy development and deployment. The SMEs were selected based on

their backgrounds in technical autonomous system development or AI defense

policy formulation, including direct experience supporting the formulation of

U.S. and international AI and autonomy standards, such as the White House

AI Bill of Rights, the IEEE’s Standard for Transparency of Autonomous

Systems, and the DoD’s  Principles of Artificial Intelligence Ethics. The SMEs

were asked to describe their experience; how constraints could be built into devel-

opment; and the relationship between the technical, policy, and operational

communities.

We then conclude with recommendations that the DoD can pursue to bridge

the technical, operational, and policymaking communities. The recommendations

are informed by the lessons learned from the case studies and key takeaways from

the interviews with SMEs. The goal is to provide the DoD with concrete steps for

developing organizational structures or processes that will incentivize engagement

across communities.

Historical Case Studies

Case Study : Misaligned Policy—Gain-of-Function Research

In October , the White House Office of Science and Technology Policy and

the Department of Health and Human Services announced that the U.S. govern-

ment launched an effort to assess the potential risks and benefits of

gain-of-function research (GOFR)—a type of virology that includes studies on

methods to affect a pathogen’s ability to cause a disease. Simultaneously, the

National Institutes of Health instituted a pause in funding for “any new studies

involving these experiments.” The pause was originally a response to a series

of biosafety incidents at federal laboratories, which did not actually involve

GOFR but raised concerns about laboratory safety and security as it relates to

pathogen research.

During the review, there were two entities responsible for assessing the current

state of GOFR. First, the National Science Advisory Board for Biosecurity

(NSABB) was tapped as the official federal advisory body for providing advice

on oversight of GOFR. Its responsibility was to develop a report with concrete

toward a balanced approach 275

https://doi.org/10.1017/S0892679423000321 Published online by Cambridge University Press

https://doi.org/10.1017/S0892679423000321


recommendations to inform the development and adoption of new U.S. govern-

ment policies regarding GOFR. Second, the National Research Council (NRC)

of the National Academies of Sciences, Engineering, and Medicine was asked to

convene two public symposiums with two goals: () assessing the issues associated

with GOFR, and () evaluating the draft recommendations presented by the

NSABB. The public discussions were key to the eventual adoption of new guide-

lines for the evaluation of GOFR and funding considerations. The funding pause

was lifted in  after three years.

During the symposiums, the technical participants reiterated that the term

“gain-of-function” was overly broad terminology that unintentionally touched

other research projects. A defining issue in understanding GOFR is that

among scientists there is no concrete definition of the term, and it has expanded

to include several different types of work, many of which may not be considered

high risk. For example, the ban’s original implementation paused work using

GOFR to study vaccine efficacy on transmissible strain mutations of the seasonal

flu, despite the policy’s intent not to impact work on naturally occurring viruses.

One of the NSABB’s primary findings was that only a small subset of GOFR

entails risks that are significant enough to warrant oversight. As a result, a multi-

agency scientific review process was established to ensure that GOFR receives

appropriate oversight based on technical analysis of risks and benefits. The

review also determines whether the research is acceptable for funding and guides

subsequent oversight at the federal and institutional levels.

This case study provides several lessons. First, technologists and policymakers

need to work together to precisely define technical terms and policy statements.

This is especially true given the complex technical jargon and commercial termi-

nology used when discussing AI capabilities. Second, the two symposiums hosted

by the NRC demonstrate how public inclusion in federal regulation can lead to

beneficial policy changes. Transparency and a public hearing of views help demys-

tify complex technologies and their implications. Lastly, when considering the eth-

ical implications of scientific research, it is difficult to draw a sharp line between

ethically “acceptable” and “unacceptable” research. Research in complex fields like

GOF and AI will not be clearly delineable as ethical or unethical in many cases.

Instead, it will lie somewhere on a spectrum of activities that attempt to measure

their consistency with ethical standards. It is important to evaluate all such

research based on its potential positive payoff, and to design oversight mecha-

nisms in accordance with risk.
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Case Study : Aligned Policy—F- Joint Strike Fighter Exports

The F- is the first U.S. stealth fighter to be offered for export and is currently

operational in nine different militaries. Exportability is often a key piece of suc-

cessful defense acquisition efforts, both serving military operational needs in

developing coalition capabilities and providing significant cost savings and

economic benefits for industry and governments alike. The government and

industry team producing the F- fighter plane regularly adapts systems to be

sold to foreign partners to suit the foreign nation customer’s operational needs

and to ensure compliance with U.S. export policies, including the Arms Export

Control Act of  and the Foreign Assistance Act of . These changes fre-

quently relate to the technical capabilities of weapons or the foreign customer’s

military operational use concepts, and are also coordinated with policymakers

in Congress, Department of State, and the DoD.

From the beginning of the F- Joint Strike Fighter program, the DoD and the

international community recognized the potential benefits of partnering to

decrease costs, share technical knowledge, and provide partners with the opportu-

nity to acquire a fifth-generation strike fighter. Eight countries signed a

Memorandum of Understanding (MOU) that laid out the roles, responsibilities,

processes, and procedures as well as resource commitments among all signato-

ries. The original countries both collaborated and contributed financially to

the development effort. In this MOU, an oversight structure called the JSF

Executive Steering Board (JESB) was established to bring together technical

experts, operational users, and individuals with policy backgrounds—including

international partners—in a single F- program office. Each partner country

also established its own JSF program office, which has served as an internationally

connected coordination structure for the F- enterprise. This structure is used to

evaluate new technical opportunities and operational challenges, balancing them

with policy and even political considerations. There were also advisory groups

and functional working groups established, which gives the program a process

for incorporating new technologies into the base design.

Program modifications can be hardware or software changes and can appropri-

ately increase or decrease capabilities relative to U.S. aircraft. For example, U.S.

international partner F- export versions are designed to have a larger radar sig-

nature due to Pentagon officials fearing the spread of sensitive stealth technology.

Other technological changes include hardware modifications, such as to Norway’s

F- fleet, which uses unique tires and a drag chute to operate effectively in icy
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conditions. There are also software changes, such as to Israel’s test F-I that is

integrated with locally developed electronic warfare and communication systems.

Both of these variants are designed to meet the customer’s operational needs while

still meeting export control regulations.

This cooperation across governments and offices is facilitated by the JESB,

which is set up to float issues from the technical community to senior leadership,

which includes individuals from all communities and partner countries. There is

also a constant dialogue between the operational, technical, and policy communi-

ties. Oftentimes, technical decisions are informed by political considerations that

are directly fed to the F- program office by policy experts. For example, policy

experts advise industry and the military on how political climates may shape the

availability of certain critical components and on overall technology sourcing and

sharing opportunities. A robust and continuous dialogue between these communities

allows for the maximum sharing of technologies while enabling partner nations to

protect their most important technical and operational secrets.

This techno-policy dialogue enables partner countries to request specific modifi-

cations, such as the changes to the F-s provided to the Norwegian and Israeli air

forces. It also allows for technical expert exchanges. The policy community is key to

bringing technical foreign partners to the United States to work on operational tests

by ensuring that no political issues are overlooked. By bringing in the policymaking

community in a coordinated fashion, the F- program office is reducing barriers to

making needed technical changes to these complex systems, thereby improving

operational capabilities for each partner.

This relationship between the technical, user, and policymaking communities

directly controls the progression of the overall platform. Ultimately, this is a direct

result of how the F- program office is organized and the regulatory framework it

uses, leading to the most advanced stealth fighter operating from twenty-seven

bases worldwide and being used by nine countries. While selling such an advanced

fighter to foreign countries requires untangling a thicket of technical, policy,

and operational concerns, the exportability of F-s and the program’s coalition

partnership demonstrates that bridging the military, technical, and policy com-

munities can lead to outcomes that balance the needs of all communities while

keeping the operational user in mind. Well-informed policies originate from

early and continuous engagement, which positively influence a range of activities

throughout the technology’s research, development, testing, manufacturing, and

operational use life cycle.
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Expert Interviews: Technology and Policy

Considerations for AI-Enabled Autonomous Systems

Interviews that we conducted with twelve AI and autonomy experts highlight some

key opportunities, guidelines, and concerns of policymaking and technology commu-

nities on autonomous systemdevelopment and deployment that can support efforts to

align technical realities, policy considerations, and user needs. Interviewees noted that

this alignment creates an environment that allows for constructive and continuous

feedback between the sectors. The interviewees from the technical community also

expressed an eagerness for the policy and user community to have a deeper under-

standing of the technical components of AI. Similarly, there is a lack of education

on policy, dual-use technologies, regulatory, or ethical considerations in the technical

training and education of most scientists and engineers. There is also insufficient rep-

resentation of each of these groups in the typical discussion forums. Oftentimes, the

technical inputs are overwhelmed by those from policy and the military. Moreover,

there are few opportunities for sustained and detailed dialogue and collaboration

with equal input from all. Experts from the interviews did not, in principle, have a neg-

ative view of policy constraints on the development and deployment of AI-enabled

systems. Instead, they recognized the need for a policy governance structure to support

the industry’s ability to create innovative capabilities and uses, and to provide new

AI-enabled systems to commercial and defense customersworldwide. The complexity

of responsible autonomy development and deployment illustrates the importance of

early and continuous engagement across communities.

The following takeaways provide insight into what the technical and policymaking

communities consider fundamental to the progression of responsible autonomous

development. These key takeaways are: () data governance is highly important for

aligning a system’s goals and actions with human intent, () risk tolerance for systems

is understooddifferently for differentmissions, and () diverging definitions or under-

standings of what constitutes “autonomy”may impede the possibility of regulation or

be incongruent with current regulation. Each category validates the need for robust

communication between each community, given the challenges not just to the devel-

opers and operators but to the policymakers as well.

Data Governance

Governance of the datasets that AI-enabled systems use and learn from is funda-

mental to responsible development. Understanding the biases and sources of the
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data is critical to ensuring that its use by AI-enabled systems is consistent with

ethical norms and policies. In edge cases, these biases from supervised learning

can lead to unforeseen errors, such as target misidentification. Governance activ-

ities need to extend to regulation of the content and use of synthetic data sets and

system modeling tools, which are increasingly used as a part of generative AI

efforts to train systems in situations where real-world data is limited or

unavailable.

The policy community also needs to be involved in the development of metrics

by which AI-systems optimize their performance based on their programmed

goals. These metrics control how AI-enabled systems use data to support active

learning systems attempting to optimize their performance. If these metrics are

not aligned with and constrained by policy considerations, the systems will

move into potentially unintended and unregulated behaviors.

Multiple interview subjects pointed out that the technology sector is developing

its own efforts at ethical design and use of AI-enabled systems at the company

level, in standards development, and through technical associations. Clear and

well-informed policies lead to better technology, more predictable markets,

and an ability to expand into larger markets. The Institute of Electrical and

Electronics Engineers (IEEE) Global Initiative on Ethics of Autonomous and

Intelligent Systems provides an example of the technical community construc-

tively engaging in a discussion of AI development and ethical principles. The

IEEE’s Ethically Aligned Design report is a tangible product informed by IEEE’s

global community, which seeks to provide stakeholders involved in the design

and deployment of AI-enabled systems training to enhance considerations of eth-

ical issues during technology development.

Mission-Level Risk Tolerance

Interview subjects from both industry and government backgrounds noted that

policy discussions rarely form around realistic mission-use cases or are rooted

in specific concepts of operation. Much of the current discourse surrounding

autonomous weapon systems occurs at an abstract level, where debate tends to

focus on theoretical examples. They recommended that mission-based use cases

should be used to help shape technology development as well as the policy ques-

tions that arise from deployment.

AI can be a tool to support decision-making, as it can provide more accurate

assessments needed for target discrimination or identification of friend and foe.
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AI capabilities increase the ability of decision-makers to make precise judgments

in a conflict that align more with policy considerations than they do with either

unguided munitions or stressed military personnel with limited training. Trust

is critical to effective human-machine teaming, and it is likely that no other pro-

fession or institution relies more on trust than the military. Therefore, AI’s use

should be weighed among other available options.

At the mission level, authorization of operational uses of autonomous systems

will often depend on risk tolerance. Data collected from mission simulations can

inform robust verification and validation and lead to quantifiable performance

levels within the tested scenarios that all parties can assess for acceptable risk.

The complexity of autonomous system behaviors will limit the ability of technol-

ogy developers to give complete assurance of the predictability of system behaviors

in extreme situations and edge cases.

Lack of Agreed-Upon Language

Technical experts from academia and industry highlighted that there is no agree-

ment on what constitutes autonomy in a weapons system, or what part of the “kill

chain” that connects a sensor to a control system to a weapon should be consid-

ered, as regulations are developed on the use of autonomy in defense missions.

Furthermore, they noted that there is no clear technically defined boundary between

autonomous and semiautonomous systems, which complicates the development of

discrete and distinct regulatory frameworks. Once the system is deployed, there is

no method for inspection to ensure compliance with existing policies.

The integration of autonomy and machine learning into defense systems is a

gradual and continuous process. It is occurring constantly at the software and sub-

system level through upgrades and incorporation of incremental technical

improvements. This type of gradual improvement is commonplace in the com-

mercial sector, and the military sector will follow the same path. Thus, regulators

should not expect to be presented with a new “autonomous system” to evaluate;

rather, they will have to deal with semiautonomous systems and a mixture of

autonomous and supervised activities for all defense systems over time.

The interviewees pointed out that autonomy will be gradually adopted into all

systems as part of continuous and natural technological upgrades of software and

subsystems. As such, the current term “AI-enabled system” becomes insufficient, as

more machine functions become autonomous and the manifestation of autonomy

becomes increasingly nuanced, which makes regulation much more difficult. It is
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not likely that newly developed systems will be presented as a complete “AI-based

autonomous system” to policymakers. Rather, they will need to be continuously

assessed and regulated as their capabilities are actively upgraded over time.

Recommendations

The U.S. government and defense industrial base must play an active role in shap-

ing domestic and international development of commercial standards for the use

of AI since they will also drive technological development by companies supplying

the DoD. International considerations of ethical issues on usage in defense or

commercial applications will strongly drive global technical developments that

will in turn affect the DoD’s access to commercial and global technology. Both

the case studies and interviews were used to inform the exploration of the relation-

ship between policy and the development of autonomous technologies; the impact

of coherent dialogue between the technical, user, and policy communities on cre-

ating or avoiding security, ethical, and legal tensions; and the key technical issues

that these communities should address going forward. To continue developing

best practices and better integrate the policy and technical communities, the

following recommendations should be reviewed by DoD policymakers:

. Initiate a set of activities convening defense and commercial industry rep-

resentatives, military operators, academics, and policymakers to study and

to promote dialogue on the implications of AI developments in autono-

mous weapon systems and inform government decision-making or regu-

latory processes. These activities should include symposia; research;

intersectoral personnel exchanges; and training for personnel involved in

writing of military requirements, acquisition of systems, and technology

development. All of which would be intended to strengthen the workforce

and be responsive to the needs of actual ongoing programs and activities.

. Develop a research agenda and funding plan for technologies and capa-

bilities that improve the development of regulatory controls and still

meet needed military operational capabilities, including explainable AI

and machine learning; generative AI to explore scenarios that are not eas-

ily predictable and might prove problematic for autonomous systems try-

ing to operate within regulatory regimes; faster systems for operators to

assert human-in-the-loop control when needed over autonomous sys-

tems; assessment of bias in datasets and prediction of potential problems
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with systems that learn from the datasets; and testing capabilities and

protocols to continuously evaluate learning systems to ensure they are

operating within policy guidance.

. DoD should establish cross-functional teams from the operational, acqui-

sition, policy and political, and technology development communities

focused on the development and use of autonomous weapon systems.

This should include putting in place policies that are relevant for different

operational tempos and the spectrum of military engagements; for exam-

ple, the governance for training and exercises may need to be different

than that for peacekeeping and humanitarian assistance, as opposed to

acceptable use of the technologies during high-intensity combat opera-

tions. Pentagon leadership should use the recommendations from these

teams to continuously review policies, requirements, technology priori-

ties, and resource allocation.

. The U.S. government should engage peer competitors, global partners,

and the commercial sector in discussions on the ethical use of

AI-enabled weapon systems. An international framework informed by

the widest set of global players from a range of sectors and perspectives

will be key to enforcing any agreed-upon standards and norms on the

use of autonomous defense systems.

Given the promise of AI technology, the DoD is correctly seeking to develop

and leverage it to support national security missions. However, governing the

use of autonomous defense systems will be complex because of the globalized

and dual-use nature of the rapidly changing technology, and the constant devel-

opment and emerging use of these systems by near-peer competitors and threat

actors. As has been demonstrated many times in the past, and as was illustrated

by the case studies above, regulatory frameworks for new technologies are best

developed through comprehensive dialogue between the technical, policy, and

user communities. In this promising and accelerating technology area, this

engagement is necessary for ensuring regulators, warfighters, and technologists

sufficiently balance ethical and policy concerns against technical realities and mil-

itary requirements.

Notes

 U.S. Department of Defense,  National Defense Strategy of the United States of America: including
the  Nuclear Posture Review and the Missile Defense Review (Washington, D.C.: Department of
Defense, October ), p. , media.defense.gov//Oct///-/-//-NATIONAL-
DEFENSE-STRATEGY-NPR-MDR.PDF.
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 Defense Security Cooperation Agency, Foreign Customer Guide (Washington, D.C.: Department of
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Netherlands, Norway, Italy, Turkey, and Australia. In July , the DoD removed Turkey from the
development program.

 Interview with Vice Admiral Mathias W. “Mat” Winter, former director, Joint Strike Fighter Program,
Office of the Secretary of Defense, conducted by authors (July ,  via Microsoft Teams).

 Ibid.
 Eric Hehs, “F- Lightning Drag Chute,” Code One , no.  (August , ), Lockheed Martin, www.

codeonemagazine.com/article.html?item_id=.
 Thomas Newdick, “Israel’s Specially-Built F-I Test Jet Just Touched Down In-Country,” Drive,
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 This might be modeled on activities under the National Nanotechnology Initiative, which has sup-
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Abstract: The development of new technologies that enable autonomous weapon systems poses a
challenge to policymakers and technologists trying to balance military requirements with interna-
tional obligations and ethical norms. Some have called for new international agreements to restrict
or ban lethal autonomous weapon systems. Given the tactical and strategic value of the technologies
and the proliferation of threats, the military continues to explore the development of new auton-
omous technologies to execute national security missions. The rapid global diffusion and dual-
use nature of autonomous systems necessitate a proactive approach and a shared understanding
of the technical realities, threats, military relevance, and strategic implications of these technologies
from these communities. Ultimately, developing AI-enabled defense systems that adhere to global
norms and relevant treaty obligations, leverage emerging technologies, and provide operational
advantages is possible. The development of a workable and realistic regulatory framework govern-
ing the use of lethal autonomous weapons and the artificial intelligence that underpins autonomy
will be best supported through a coordinated effort of the regulatory community, technologists, and
military to create requirements that reflect the global proliferation and rapidly evolving threat of
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autonomous weapon systems. This essay seeks to demonstrate that: () the lack of coherent dia-
logue between the technical and policy communities can create security, ethical, and legal dilem-
mas; and () bridging the military, technical, and policy communities can lead to technology
with constraints that balance the needs of military, technical, and policy communities. It uses
case studies to show why mechanisms are needed to enable early and continuous engagement
across the technical, policymaking, and operational communities. The essay then uses twelve inter-
views with AI and autonomy experts, which provide insight into what the technical and policymak-
ing communities consider fundamental to the progression of responsible autonomous
development. It also recommends practical steps for connecting the relevant stakeholders. The
goal is to provide the Department of Defense with concrete steps for building organizational struc-
tures or processes that create incentives for engagement across communities.

Keywords: AI, artificial intelligence, autonomy, autonomous weapons, Department of Defense, policy,
machine learning, F-, gain-of-function research, military ethics
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