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This paper is a replication of the analysis undertaken in 1978 by
James Q. Wilson and Barbara Boland. We use time-series data for
nine cities for portions of the period 1948-1978 to test the effect of
aggressive policing on the robbery rate. Contrary to Wilson and
Boland, we do not find moving violations to be a useful indicator of
police aggressiveness. We also conclude that using the arrest/offense
ratio introduces artifactual negative correlations. When one examines
police expenditures, the size of the police force, the arrest rate, and the
concentration of the police on robbery arrests, one generally finds
positive relationships rather than negative ones. We interpret these
results to indicate that a focus on the problem of robbery by the police
leads the police both to make more arrests and to record more offenses,
thus producing the positive correlations we found.

I. INTRODUCTION

When people perceive crime to be a serious problem, the
most commonly proposed solution is that the police crack
down. However, to those who study these matters seriously, it
is not such a simple matter. The last two decades have
witnessed a large rise in reported crime and a substantial
increase in public expenditures devoted to the police. These
expenditures have been used not only to hire additional police
officers but also to recruit more qualified persons, to improve
their training, and to supply them with better equipment—
especially by providing them more firepower and by giving
them sophisticated communications devices. New patterns of
organization have been tried out and old ones reexamined.
Yet, it is not clear that “more” or “better” policing deters crime.

* This report is a product of the Governmental Responses to Crime
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research has been funded by Grant 78 NI-AX-0096 from the National Institute
of Justice, U.S. Department of Justice. The points of view and opinions stated
in this paper are those of the authors and do not necessarily represent the
official position or policies of the U.S. Department of Justice.
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Investigations of the relationship between expenditures,
policing, and the crime rate have produced conflicting results.
Jones (1974) reported that the relationship between police
expenditures and the crime rate was weak at best. Similarly,
Wellford (1974) found that the size of police forces and the
level of police expenditures was only weakly related to
clearance rates. Using two-stage least square equations rather
than ordinary least squares, Swimmer (1974) reported a
relationship in the opposite direction. Skogan (1976: 283)
presents some evidence that police departments with high per
capita manpower make more robbery arrests per offense than
do departments with fewer officers per capita. Finally, results
from the Kansas City Preventive Patrol Experiment (Kelling,
1974) suggest that more intensive patrolling does not produce a
lower rate of criminal offenses.

Three years ago, James Q. Wilson and Barbara Boland
published the most sophisticated analysis of this problem to
date. Utilizing simultaneous equations and data centering
around 1975, they examined the incidence of robbery in 35 large
American cities. They concluded that ‘“police resources and
police activity independently affect the robbery rate . . .”(1978:
367). Nevertheless, Wilson and Boland state that “more might
be learned by looking at a few cities over time. . . . If it could
be shown, however, that in several cities the arrest rate
changed over a five- or ten-year period and that this was
associated with changes in the crime rate (controlling for
population change), then we could be more confident both that
the correlation between crime and arrests is real and that we
can change the former by changing the latter” (1978: 382).

This paper addresses that task. Like Wilson and Boland,
we also examine robbery rates. However, we do so with some
misgivings. Robbery is a much feared crime because it often
involves some measure of violence and is usually perpetrated
by a stranger. But it is not a crime that attracts much public
attention. In large cities at least, it is so common that it is
rarely featured by the media. Instead, the media focus on
murders and other sensational crimes. Consequently, it is
difficult to isolate the point at which robbery becomes a serious
enough problem to attract special attention from city officials
and from the police in particular. On the other hand, if we
think of robbery as symptomatic of the general crime problem
(which it may well be), then we may be focusing on the
symptom of the illness but not measuring the indicators of the
cure. For example, a crack-down on crime in general may focus
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on gambling or on burglary without affecting the robbery rate.
It may change one element of the crime problem without
having an impact on the problem as a whole.

We must remember that the police engage in a myriad of
tasks not directly associated with fighting crime. As Bittner
(1974) suggests, police in modern society are jacks of all trades.
Skogan (1980), in a recent analysis of police dispatches in
Evanston, Illinois, reported that only a small proportion of
dispatches involved possible crimes. Most concerned service
requests and automobile accident reports. Consequently,
increases in a police budget may easily be absorbed by other
police activities and may have little or no impact on the crime
rate.

II. RESEARCH DESIGN

This paper is part of a larger project examining
- governmental responses to crime since 1948, in ten cities of the
United States. In the following pages, we shall look at nine of
the ten cities for which we have the necessary data to examine
this problem. The cities we examine here are Atlanta, Boston,
Houston, Minneapolis, Newark, Oakland, Philadelphia,
Phoenix, and San Jose. All but Houston were also among the
cities examined by Wilson and Boland. Our data generally
cover the 3l-year span from 1948 to 1978, though in some
instances the data are available only for a portion of that
period. Many of the indicators we use are duplicates of those
used by Wilson and Boland. However, we were unable to
replicate some and have added others which were not available
to them. Our data come from generally published sources and
from unpublished agency records collected for us by our field
staff. A more detailed specification of the indicators and data
sources is reported in the appendix to this paper.

Our analysis necessarily proceeds along somewhat
different lines than Wilson and Boland’s did. Whereas they
looked for the simultaneous occurrence of some indication of
police aggressiveness and a lower level of robberies, we are
looking for a sequential relationship between police
aggressiveness and a decline in the robbery rate. They were
concerned with some demographic characteristics of their cities
in order to avoid a spurious relationship. That is of less
concern to us because we shall be looking only at one city at a
time (at least in the beginning of our analysis) over succeeding
years. The one- and two-year lags we use are too short for
demographic traits to have changed substantially.
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We examine a number of indicators of governmental
responses to crime in general and to robbery in particular. For
example, a city may have expanded its police force or, what is
almost the same thing, it may have increased expenditures for
police, either in real dollars or as a proportion of the city’s
budget. In addition, the police may have become more
aggressive. Wilson and Boland suggest that the number of
moving violations can be used as an indicator of such
aggressiveness. Another measure might be an increase in the
number of arrests for serious offenses. Finally, we move to
measures of police aggressiveness that are more directly
related to robbery incidents. We examine the number of adult
and juvenile robbery arrests, both in terms of their frequency
for each police officer and in terms of their number relative to
all other arrests for major crimes made by the police.

III. ANALYSIS

Measures of Police Aggressiveness

The number of moving violations do not appear in our data
to be a good indicator of the type of police aggressiveness
needed to deter robbery. Figure 1 charts the changes in the
robbery rate and the number of arrests for moving violations in

Figure 1: Changes in Robbery Rate and Moving Violations in
Minneapolis, 1949-1977
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Minneapolis; the other cities have similar relationships. As
Figure 1 shows, moving violations and robbery arrests
sometimes follow the same path, but more often they move in
opposite directions. In addition, moving violations fluctuate
much more from year to year than does the robbery rate. Table
1 reports separately for each of the nine cities the results of a

Table 1. Correlations* Between Moving Violations
and Robbery Arrests

Moving Violations &
Robbery Arrests  Moving Violations (T1)

City (Years) Same Year Robbery Arrests (T2)
Atlanta (1965-78) -.36 -.50
Boston (1958-78) -.06 -.06
Houston (1966-78) NA** NA
Minneapolis (1948-78) —-.41 -.36
Newark (1955-78) 12 31
Oakland (1969-78) M -.15
Philadelphia (1957-78) -.38 -.34
Phoenix (1956-78) .82 .70
San Jose (1965-78) 47 .60

* These correlations have not been corrected for autocorrelation.
Such a correction would reduce the correlation coefficients, which
strengthens rather than weakens the argument made in this article.

** NA indicates data were not available.

correlation analysis of the most direct indicator of police
activity regarding robberies—the number of robbery arrests—
with the number of moving violations. Column 1 of the table
reports the correlation coefficient between robbery arrests and
moving violations in the same year; the second column shows
the relation between moving violations in one year and robbery
arrests in the next. The relationships differ considerably from
city to city. In Boston the two measures are related only to a
negligible degree. In Atlanta, Minneapolis, and Philadelphia
the relationship is modest and inverse; in Oakland, it is modest
but direct; and in Phoenix it is substantial and direct. While
the time spans differed from city to city, the length of time is
not systematically related to the relationship discovered. All
we can say is that the relationship between moving violations
and robbery arrests—whether considered for the same year or
whether lagged by one year—varies greatly from city to city.
That substantial variation leads us to conclude that the number
of moving violations is not a good indicator of the type of police
aggressiveness that might be related to the apprehension of
robbers and the deterrence of robbery.

There are good reasons for this disparity. Campaigns to
crack down on errant drivers are responses to different
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pressures than are campaigns to make the sidewalks safe for
peaceable citizens. Former Atlanta Police Chief Herbert T.
Jenkins (1977), for instance, takes note of the rise of
superhighways and the increasing number of automobiles as
well as specific accidents to explain changes in traffic
enforcement patterns. In addition, moving violations also
sometimes have the substantial side effect of producing
revenues for the city treasury from the fines imposed on
violators; robbery arrests never have that effect. Consequently,
some departments allocate considerable police resources to
traffic enforcement so that city coffers can be filled with fines
rather than tax dollars. Further, there are special incentives for
police to issue traffic tickets. A patrolman quoted by Gardiner
(1968: 156) reflects this when he says: “Out here on the road,
nobody bothers me. . . . So long as I hand in my tickets at the
end of the day, I can pretty much do what I please.” Therefore,
we do not believe that moving violations are a useful indicator
of generalized police aggressiveness.

A second measure that Wilson and Boland rely upon is the
arrest/offense ratio. They report a strongly inverse relationship
between the robbery rate and the robbery arrest/offense ratio.
Like them, we find the arrest/offense ratio to be strongly
related to the robbery rate, and the relation is an inverse one in
all cities examined except Minneapolis. However, we believe
that this strong negative relationship should not be interpreted
to mean that where many arrests for robbery are made relative
to the number of robberies, the robbery rate declines. Rather,
we think that almost all of this relationship is artifactual, the
result of using a variable—number of robberies—that is prone
to considerable measurement error as the denominator of the
ratio on one side of the equation and as the numerator on the
other side. The relationship Wilson and Boland posit is of the
form:

robberies/population = a + b(arrests/robberies).

According to some statisticians (e.g., Uslaner, 1976; Fuguitt and
Lieberson, 1974; Schuessler, 1974; Logan, 1977), having the same
term in the numerator on the left-hand side of the equation and
in the denominator on the right-hand side produces a strong
tendency to show a negative relationship. More recently, Long
(1980) has developed an argument that the mere presence of
both variables does not lead to such a bias but that
measurement error in the common term does. Table 2 displays
some of the evidence under the first critique. Column 1 shows
the correlation between the two ratios Wilson and Boland used,
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and the second column shows the relationship among the
common components using a technique suggested by
Schuessler (1974: 384-388). Note that the relationship between
the common components is almost as high as between the
ratios, and in some instances higher. If the second critique by
Long is correct, we need only point to the many reservations
ritually cited by users of crime statistics concerning the errors
in reported crime rates. They suffer because of under-reporting
by citizens and because of errors in recording by the police.

A further test of the relationship suggested by Wilson and
Boland is to reverse the lag between the two variables. If
higher robbery arrests lead to lower robbery offense rates, then
the inverse should not be true. The last two columns of Table
2 display the evidence for this test. The third column shows
the relationships between last year’s arrest/offense ratio and
this year’s robbery rate. Column four shows the relationship
between last year’s robbery rate and this year’s arrest/offense
ratio. The relationships for the hypothesized lag and the
reverse lag are almost the same, suggesting that both measures
are being driven by a common (and perhaps artifactual) factor
or that they are in almost simultaneous interaction with each
other. These findings suggest that we cannot conclude that
more robbery arrests lead to fewer robbery offenses.

Robbery Rates and Police Activities

It is no surprise that robbery rates increased markedly
over the 31 years we have examined. This is true not only for
the nine cities we examine in this paper but for all cities in the
United States. The rise of the robbery rate in our nine cities is
charted in Figure 2. What is somewhat surprising is that the
robbery rate rose in approximately the same way, and at about
the same times, for the nine cities. Thus we are dealing with a
common phenomenon in each of the nine cities we are
examining.

One governmental response of cities has been to increase
expenditures for the police as a way of coping with rising crime
and increasing citizen concern with it. In each of our cities, per
capita expenditures for the police increased substantially over
the 3l-year period even when standardized in 1967 dollars.
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Figure 2: Robbery Rate by City, 1948-1978
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However, as Table 3 clearly indicates, the increased
expenditures did not generally result in fewer reported
robberies. Larger police expenditures, both in the same year
and in the previous year, are by contrast strongly and directly

Table 3. Correlations* Between Robbery Rates and
Police Expenditures in 1967 Dollars

Robbery Rate
Robbery Rate and (T2)
Police and Police
Expenditures Expenditures
City (1948-78) Same Year (T1)
Atlanta .87 .19
Boston .86 81
Houston .48 .49
Minneapolis .80 .18
Newark .16 .69
Oakland .75 .69
Philadelphia .80 .18
Phoenix .15 14
San Jose .89 91

* These correlations have not been corrected for autocorrelation.
Such a correction would reduce the correlation coefficients, but they
would remain substantial.
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related to higher robbery rates in each of the nine cities
examined. Thus it is more likely that increased expenditures
led more to increased citizen reporting and police recording of
robberies than to deterrence of them.

As robbery rates rose, robbery arrests also increased in
every city except Oakland. In Oakland there was an inverse
relationship between the robbery rate and robbery arrests, but
this did not reflect a deterrent effect of police activity. Rather in
most years in Oakland, as robbery arrests decreased, the
robbery rate increased. Table 4 shows the correlations between
robbery rates and robbery arrests both for the same year and
for the arrest data lagged by one year. Both lagged and
unlagged correlations are strong and positive (except in
Oakland), and the relationship flows in both directions. As the
number of arrests increase, so do robbery rates; last year’s

Table 4. Correlations* Between Robbery Rates

and Robbery Arrests
Robbery Rate Robbery Rate
Robbery Rate and (T2) (T1)
Robbery Arrests  Robbery Arrests  Robbery Arrests
City (Years) Same Year (T1) (T2)
Atlanta (1965-78) .82 .85 .68
Boston (1958-78) .98 97 .96
Houston (1966-78) .88 .70 .81
Minneapolis
(1948-78) 97 .95 .97
Newark (1955-78) .96 .90 .98
Oakland (1969-78) .34 =37 -.26
Philadelphia
(1957-78) .98 .92 .94
Phoenix (1956-78) .76 13 N
San Jose
(1965-78) .96 .96 .95

* These correlations have not been corrected for autocorrelation. The
Durbin-Watson test indicates little autocorrelation, and such a cor-
rection would not change the correlations substantially.

higher arrests are not reflected in lower robbery rates for this
year but rather are followed by still higher robbery rates.
Figure 3 illustrates this relationship for Minneapolis; in most of
the other cities the two lines are similar. Moreover, as Figure 4
shows, the productivity of police officers in terms of the
number of robbery arrests per police officer generally remained
stable or increased slightly in these nine cities over time,
although there were year-to-year fluctuations.
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Figure 3: Minneapolis Robbery Rate and Robbery Arrests,
1948-1978
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Over the 3l-year period, the police departments’ focus on
robberies also increased in these cities. Not only did the
number of arrests increase, but arrests for robbery also consti-
tuted a larger portion of all arrests for Part I crimes. For in-
stance, in Minneapolis this proportion ranged between 2.5
percent and 10 percent, with the higher percentages generally
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occuring during the later years of the period. In Philadelphia,
there were similar fluctuations, with the high being 24 percent
in 1975. Most arrests, of course, in all nine cities were for theft,
which is also the most frequently reported offense. Table 5
shows the relationship between this focus on robbery arrests
and the robbery rate both for the same year and for the focus
on robberies lagged by one year. In six of our cities the
relationship is strong and direct. In these cities, as the police
devote more attention to robbery arrests, they also record more
robbery offenses. In Houston the relationship between the
focus on robberies and the robbery rate is weak, while in
Phoenix and Oakland the relationship is moderately to strongly
negative. In the last two cities, our data show that this inverse
relationship was not produced by increases in the focus on
robberies and associated decreases in the robbery rate. Rather,
the opposite occurred. Decreases in the focus on robberies
were associated with increases in the robbery rate.

Table 5. Correlations* Between Focus on Robbery**
and Robbery Rate

Focus on Robbery
& Robbery Rate  Focus on Robbery (T1)

City (Years) Same Year and Robbery Rate (T2)
Atlanta (1965-78) .94 .92
Boston (1958-78) .78 81
Houston (1966-78) -.02 22
Minneapolis (1948-78) .89 .84
Newark (1955-78) .93 .84
Oakland (1969-78) -.52 -1
Philadelphia (1957-78) 97 92
Phoenix (1956-78) -.54 —-.56
San Jose (1965-78) .60 .60

* These correlations have not been corrected for autocorrelation. The
Durbin-Watson test indicates little autocorrelation, and such a cor-
rection would not change the correlations substantially.

** Focus on robbery is the number of robbery arrests as a proportion
of all Part I arrests.

IV. CONCLUSION

Our analysis of the effects of policing suggests a
considerably more complex relationship between policing and
the crime rate than Wilson and Boland present. Our analysis
implies that in some cities police activity actually increases the
recorded robbery rate. Such a relationship occurs in six of our
nine cities, but since this is not a random sample, we cannot
generalize to all cities in the United States. However, what
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appears to be happening is that as police become more
concerned with robberies, that concern may induce citizens to
report more robberies to the the police and lead the police to
record more offenses as robberies. We have no direct evidence
that this has occurred, but it is consistent with the data
presented here. It is important to note that this does not mean
that police concentration on robbery creates more crime; it only
suggests that more crime is recorded because of increased
police activity. A different pattern emerges for two of our cities,
Oakland and Phoenix, for which we have no explanation.

We feel we have strong evidence against the use of moving
violations as an indicator of police aggressiveness. In addition,
we believe one should not infer from the strong negative
relationship between the robbery rate and the arrest/offense
ratio that police aggressiveness deters robberies. Thus our
examination of these data lead us to reject the findings of
Wilson and Boland.

Our analysis is certainly not the last word on the matter.
For instance, we do not take into account the changing
character of robbery during the period under examination. In
1948, one quarter of all reported robbery offenses were
commercial, and only five percent were residential. By 1978,
commercial robberies had declined to 14 percent, while
residential robberies had increased to 11 percent. Over the
same period, street robberies decreased in proportion to all
others, according to the Uniform Crime Reports. These
changing characteristics suggest changing opportunities for
arrests and for deterrent activity by the police. Our data also
do not take into account the changing proportions of armed
robberies and robberies with guns.

Further, robbery—complex as it is—constitutes only a
small part of the city’s crime problem. If we had more precise
data about police activities that targeted such crimes as street
muggings or downtown burglaries, we might find evidence that
aggressive policing deters or displaces criminal activity. All we
wish to show here is that the findings of Wilson and Boland
appear incorrect. We need to look further before we announce
that aggressive policing deters crime.

APPENDIX A
Measures and Sources

ARRESTS: Number of arrests as reported in city police department reports or
unpublished department statistics.
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MOVING VIOLATIONS: Reported in city police department annual reports or
unpublished department statistics.

POLICE OFFICERS: Number of sworn officers as published in UCR.

POLICE EXPENDITURES: Reported in Table 5, U.S. Census Bureau,
Compendium of City Government Finances. These expenditures were
then standardized by the national cost-of-living index based on 1967=100.

ROBBERY RATE: Number of robberies as reported in UCR divided by
population estimates. Population is estimated for intercensal years 1948-49,
1951-59, 1961-69, 1971-74, and 1976-78 using a log-linear estimation procedure.
The census estimate was used for 1975.

REFERENCES

BITTNER, Egon (1974) “Florence Nightingale in Pursuit of Willie Sutton: A
Theory of the Police,” in Herbert Jacob (ed.), The Potential for Reform of
Criminal Justice. Beverly Hills, California: Sage Publications.

FUGUITT, Glen V. and Stanley LIEBERSON (1974) “Correlation of Ratios or
Difference Scores Having Common Terms,” in Herbert L. Costner (ed.),
Sociological Methodology. San Francisco: Jossey-Bass.

GARDINER, John A. (1968) “Police Enforcement of Traffic Laws: A
Comparative Analysis,” in James Q. Wilson (ed.), City Politics and Public
Policy. New York: John Wiley and Sons.

JENKINS, Herbert T. (1977) Atlanta and the Automobile. Atlanta: Emory
University Center for Research in Social Change.

JONES, F. Terrence (1974) “The Impact of Crime Rate Changes on Police
Protection Expenditures in American Cities,” 11 Criminology 516.

KELLING, George L. (1974) The Kansas City Preventive Patrol Experiment: A
Summary Report. Washington, D.C.: The Police Foundation.

LOGAN, Charles H. (1977) “Statistical Artifacts in Deterrence Research.”
Paper presented to American Society of Criminology, Atlanta, Georgia,
November, 1977.

LONG, Susan B. (1980) “The Continuing Debate Over the Use of Ratio
Variables: Facts and Fiction,” in Karl F. Schuessler (ed.), Sociological
Methodology. San Francisco: Josey-Bass.

SCHUESSLER, Karl (1974) “Analysis of Ratio Variables: Opportunities and
Pitfalls,” 80 American Journal of Sociology 379.

SKOGAN, Wesley G. (1976) “Efficiency and Effectiveness in Big-City Police
Departments,” 36 Public Administration Review 278.

(1980) Presentation before the Police Services Committee, City of
Evanston, April 16, 1980.

SWIMMER, Gene (1974) “The Relationship of Police and Crime: Some
Methodological and Empirical Results,” 12 Criminology 293.

USLANER, Eric N. (1976) “The Pitfalls of Per Capita,” 20 American Journal of
Political Science 125.

WELLFORD, Charles R. (1974) “Crime and the Police: A Multivariate
Analysis,” 12 Criminology 195.

WILSON, James Q. and Barbara BOLAND (1978) “The Effect of the Police on
Crime,” 12 Law and Society Review 367.

https://doi.org/10.2307/3053224 Published online by Cambridge University Press


https://doi.org/10.2307/3053224



