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Abstract

Objective: A danger threatening hospitals is fire. The most important action following a fire is
to urgently evacuate the hospital during the shortest time possible. The aim of this study was to
predict the duration of emergency evacuation following hospital fire using machine-learning
algorithms.

Methods: In this study, the real emergency evacuation duration of 190 patients admitted to a
hospital was predicted in a simulation based on the following 8 factors: the number of hospital
floors, patient preparation and transfer time, distance to the safe location, as well as patient’s
weight, age, sex, and movement capability. To design and validate the model, we used statistical
models of machine learning, including Support Vector Machines Random Forest, Naive Bayes
Classifier, and Artificial Neural Network.

Results: Data analysis showed that based on the Area Under the Curve, precision, and sensi-
tivity values of 99.5%, 92.4%, and 92.1%, respectively, the Random Forest model showed a better
performance compared to other models for predicting the duration of hospital emergency evac-
uation during fire.

Conclusion: Predicting evacuation duration can provide managers with accurate information
and true analyses of these events. Therefore, health policy makers and managers can promote
preparedness and responsiveness during fire by predicting evacuation duration and developing
appropriate plans using machine learning models.

Hospitals are pillars in responding to emergencies and disasters due to their mission of saving
lives and securing people’s health. Therefore, they must be able to continuously provide quality
services to patients and injured both during disasters and in the current situation. This impor-
tant duty necessitates that hospitals acquire preparedness at the pre-disaster phase. Despite
hospitals’ notable achievements in planning and enhancing their performance during disasters,
there is still no internationally accepted standard for developing and implementing hospital pre-
paredness and response programs during disasters.’ Therefore, preparedness against disasters is
one of the main priorities of hospitals.® Studies have reported the level of moderate to high pre-
paredness of Iranian hospitals’ emergency departments in facing disasters, which can be pro-
moted by proper planning and implementing appropriate measures.*

Fire is one of the dangers threatening hospitals, which are more prone to this event, particu-
larly due to the presence of flammable fluids, medical gases, and electrical equipment. In addi-
tion to casualties, hospital fires impose considerable economic and financial consequences.’
Following fire, patients and staff need to be transferred to a safe location. Emergency evacuation
is a complex process, especially for patients due to their special conditions and mobility limi-
tations.® The purpose of emergency evacuation is to transfer patients to a safe place within the
shortest time, requiring patient transfer facilities. The mean duration of emergency evacuation
also varies based on available resources, the number of patients, and the distance to the safe
location.”® By predicting evacuation duration, accurate information and correct analyses can
be obtained for emergency response planning, enabling managers to make right decisions in
emergency situations, and timely perform evacuation actions to impose a lower risk on evac-
uees.” The successful implementation of the emergency evacuation plan depends on the dura-
tion of evacuation. In fact, a decision to evacuate is based on acceptable predictions on the
duration of evacuation, and in emergency situations, managers give the order for evacuation
considering the anticipated evacuation time.!°
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Table 1. Patient classification based on movement capability in predict the
duration of emergency evacuation following hospital fire using machine-
learning algorithms

Type 1 Patients move independently by themselves

Type 2 Patients need assistance for moving

Type 3 Patients are transferred by a stretcher

Type 4 Patients are transferred using a stretcher while connected
to medical equipment

Type 5 Transferring infants into incubators

The duration of evacuation can be calculated using a variety of
methods from simple manual calculations to complex statistical
models.!" According to a comprehensive literature review, the
authors found that no statistical machine learning models have
been employed yet to forecast the duration of emergency evac-
uation during hospital fires.> Therefore, in this study, machine
learning models were used to predict the duration of hospital emer-
gency evacuation during fire.

Methods

In this study, using machine learning algorithms, the duration of
hospital emergency evacuation after fire was predicted. Machine
learning is one of the important subsets of artificial intelligence
and includes a set of techniques and algorithms that can predict
some future events.'? The precision of prediction in the statistical
model of machine learning is higher compared to conventional
statistical models.'?

Study setting

The research setting was a teaching hospital affiliated with one of
the medical universities of Tehran, which was selected consider-
ing the factors influencing emergency evacuation (as identified in
previous studies),>® and the geographical location of the hospital.
Initially, a hospital fire scenario was simulated, and non-patient
individuals were recruited to collect the data based on the param-
eters affecting hospital emergency evacuation. A total of 8 param-
eters, including patients’ movement capabilities, the number of
hospital floors, patient preparation time, patient transfer time,
the distance to the safe location, as well as patients’ weight,
age, and sex, were regarded as the factors influencing the hospital
emergency evacuation process during fires.>® Thereafter, patients
were divided into 5 groups based on their movement capabilities
(Table 1) and 4 groups,'* based on age. Initially, the patients were
informed about the purpose and protocol of the study. The aver-
age number of patients in each floor of the hospital was 19. The
patients were divided into 19 different groups based on move-
ment ability, age, sex, weight, patient transfer time, patient prepa-
ration time, and distance from the safe location. Then the
duration of emergency evacuation was separately calculated in
each group, for each floor, and in both the east and west sides
of the hospital. Since each of the east and west sides of the hospital
had a different distance from the safe location and considering
that each side had 5 floors, the emergency evacuation duration
was estimated for 10 different floors based on the data related
to 190 patients.

https://doi.org/10.1017/dmp.2022.187 Published online by Cambridge University Press

A Sahebi et al.

Data analysis

In machine learning models, the cross-validation technique is used
for modeling when the number of data points is limited. In this
technique, the data is divided into several categories, and in each
category, a part of the data is used for testing, and the rest is pre-
served for training. The results are then presented based on the
mean error of the parts tested.'® In this study, for cross-validation,
the 190 data points (samples) of this study were divided into 5
equal folds (n = 38 per fold). After classification, for each modeling
phase, 1 of the folds was used for testing, and the other 4 were uti-
lized for training.'> As a result, the number of data used for training
at each phase was 152. This type of modeling was repeated 5 times,
and in each phase, another fold was separated for testing, and the
rest were used for training. For data storage, Microsoft Excel 2018
(Microsoft Corp., Redmond, Washington, USA) was used, and
modeling was performed using Python 3 software (Python
Software Foundation, Wilmington, Delaware, USA).!¢ Also, con-
sidering the study objectives and available data used, supervised
machine learning algorithms, including Support Vector
Machines (SVM), Random Forest (RF), Naive Bayes Classifier
(NBC), and Artificial Neural Network (ANN), were used to ana-
lyze the data and design a model for predicting the duration of hos-
pital emergency evacuation during fire. The following is an
explanation about these algorithms.

1. Machine learning algorithms
1-1. Support vector machine

This is one of the algorithms of supervised machine learning,
which can be used to classify data and perform regression analysis.
The SVM is essentially a 2-class categorization during which the
classes are separated by a line boundary to identify the best catego-
ries among the available data and draw the overall performance.
Multi-class SVM is usually implemented by combining several
2-class SVMs. 121718

2-1. Random forest

This is a combined learning method for categorization and regres-
sion and consists of a large number of decision trees, reducing the
variance compared to each decision tree alone.!”*® The RF algo-
rithm is a powerful decision tree-based classifier and benefits from
advantages such as the ability to combine several single predicting
algorithms. Compared to some statistical and data mining meth-
ods, RF is a useful algorithm to determine the weight of each influ-
ential factor.?!

3-1. Naive bayes classifier

This supervised machine learning method works based on the
Bayes law, which can determine the probability of an event based
on existing databases. Due to its simplicity, efficiency, and rigor,
the Bayesian classifier is one of the most widely used algorithms
for classification.”>*

4-1. Artificial neural network

Artificial neural networks are designed by simulating living organ-
isms’ brain structure. The outcomes of this model are obtained
through interactions between parallel nodes that include an input
layer for receiving and summarizing information and performing
calculations, as well as an output layer for data presentation. Some
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researchers believe that the detection power and predictive accu-
racy of ANN models are higher compared to classical statistical
models.?>%

2. Feature ranking

Due to their simplicity, ranking methods are successfully applied in
practice. Feature ranking determines the relationship between fea-
tures and the class of variables and picks distinctive and informa-
tive attributes. As a result, this method improves the performance
of classification models and facilitates the learning process.” In
this study, Information Gain, Gain Ratio, and Gini were used
for feature ranking. The Information Gain is a statistical property
for feature selection and in this method, important features are
selected based on the class attribute rules of features classifica-
tion.?® The Gini Index uses the impurity split method to discrimi-
nate between classes.”® The Gain Ratio is a correction of
information gain.?’

3. Normalization

In this research, due to the possibility of the presence of outliers
and noise, the data was normalized to better analyze them, remove
noise,?® and avoid the negative impacts of different data input
scales on the processes of learning algorithms and teaching mod-
els.? Thus, in this study, all quantitative variables were normalized
using the linear method of data normalization according to equa-
tion No. 1.%°
Equation 1: Data normalization

xi'xmxn
Kpax — %

x(norm) =

max min

In this equation, x represents the input data, and X,;, and Xpax
represent the minimum and maximum data points, respectively.

4. Validation of prediction models anticipating the
duration of hospital emergency evacuation during fire

In this study, the Confusion Matrix was used to evaluate the results
of the models. The Confusion Matrix comprises 4 states: true pos-
itive, false positive, true negative, and false negative. According to
Confusion Matrix analyses, the validation indicators of the predic-
tion model, including specificity, sensitivity, and Receiver
Operating Characteristic (ROC), were used. Specificity is obtained
by dividing the true positive percentage by the whole positive cases;
sensitivity is the ratio of true positive to the sum of true positive and
false negative values. The ROC and Area Under the Curve (AUC)
reflect the relationship between sensitivity and specificity.
According to AUC, the detection capability of the model is classi-
fied as follows: not applicable (AUC = 0.5), low accuracy (0.5 <
AUC < 0.7), relative accuracy (0.7 < AUC <0.9), high accuracy
(0.9 < AUC < 1), and full accuracy (AUC =1).2**! In this study,
sensitivity, specificity, and AUC were used to validate prediction
models.

Ethical consideration

This study was a part of a PhD thesis with the Ethics ID of
IRSBMU.PHNS.REC.1398.170, approved by the Ethics
Committee of Shahid Beheshti University of Medical Sciences,
Tehran, Iran. Written informed consent was obtained from all par-
ticipants before data gathering.
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Results

In the present study, the data collected from the simulated evac-
uation of 190 patients admitted to one of the hospitals of
Tehran were analyzed to design machine learning models to pre-
dict the duration of hospital emergency evacuation after fire. In this
research, the number of hospital floors, patients’ movement abil-
ities, the distance to the safe place, as well as patients’ gender, age,
weight, and movement time were considered as input parameters,
and evacuation duration was regarded as the output parameter.
Assuming that the patient’s evacuation time is the sum of the
patient movement and preparedness times, to avoid any interfer-
ence in the modeling process, the parameter of patient’s prepara-
tion time was not included in the data analysis.

1. Pre-processing of data

At first, the data were analyzed as both numerical and categorical
values. Since the models predicting the emergency evacuation time
were highly accurate when categorical data was used, this type of
data was selected for the analyses. Initially, to remove outliers and
noise, all the quantitative data of this study were normalized by
being equalized in the range of 0 to 1. An outlier point is a data
point that differs significantly from other data points in a dataset
and Noise data is meaningless data that is generated when mislab-
eling the sample.’>** According to the study objectives, the param-
eters of the number of hospital floors, patients’ movement abilities,
the distance to the safe place, as well as patients’ gender, age,
weight, and movement time, were described as follows:

In this study, real emergency evacuation time was divided into 8
100-second sets. Also, Information Gain, Gain Ratio, and Gini
were used to assess the weight of each of the parameters affecting
the duration of hospital emergency evacuation (Table 2).
According to the results of Table 2, the parameter of the patient
transfer time, followed by the distance to the safe place, had the
greatest impact on the prediction of hospital emergency evacuation
duration during fire.

2. The performance emergency evacuation duration
prediction models in hospital fire

To evaluate the models used in this study, sensitivity, specificity,
and AUC were calculated. The results of the Confusion Matrix
analysis of different machine learning algorithms have been shown
in Table 3. In this table, the performance of 4 supervised models of
machine learning for predicting the duration of hospital emer-
gency evacuation during fire has been indicated. According to
the obtained results, the RF model had the best performance,
and the SVM model showed lower performance in predicting hos-
pital emergency evacuation duration upon fire.

Discussion

In the present study, different models of machine learning, includ-
ing the SVM, RF, ANN, and Naive Bayes Classifier were used to
predict the duration of hospital emergency evacuation following
fires. The results showed that compared to other algorithms, the
RF model could more accurately predict the duration of hospital
emergency evacuation upon fire. In a study in China in 2019, a sim-
ulation was performed to predict the time of emergency evacuation
of residential buildings in urban areas using the 2 models of RF and
back propagation neural network, and the results showed that the
RF model had better predictive performance than the back
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Table 2. The ranking of the parameters influencing hospital emergency
evacuation duration after fire based on Information Gain, Gain Ratio, and Gini
index

Patient transfer time 1.733 0.661 0.350
Distance to the safe place 0.682 0.682 0.104
Patient preparedness time 0.396 0.181 0.055
patients’” movement 0.396 0.181 0.055
capabilities

Hospital floor 0.217 0.113 0.021
Patient weight 0.143 0.051 0.022
Patient gender 0.086 0.104 0.014
Patient age 0.06 0.032 0.009

Table 3. Comparison of the performance of the 4 models presented for
predicting hospital emergency evacuation time following fire

Random Forest 99.5% 92.4% 92.1%
Naive Bayes Classifier 96.6% 77.7% 75.8%
Artificial Neural Network 95% 7% 76.8%
Support Vector Machines 94.7% 70.5% 71.6%

propagation neural network model.** Although the recent study
used more data points than this study, a comparison between these
results suggests the suitability of the RF model as a predictor of
events, which can provide a desirable algorithm in all conditions.

The ANN model, after the RF model, delivered a better perfor-
mance for predicting hospital emergency evacuation time. The
results of a study conducted in 2010 to compare the performance
of machine learning models in predicting time series showed the
superiority of the Multilayer Perceptron and Gaussian Process
models compared to other machine learning models.*® The results
of another study conducted in the Republic of Korea in 2018 to
predict the issuance of emergency evacuation orders following
chemical accidents using machine learning algorithms showed
the high accuracy of the ANN model in this regard, suggesting
the use of machine learning models for ensuring the safety of
chemical processes.”® Also, the results of a 2012 study by
Akhundzadeh in Iran suggested that the Multilayer Perceptron
Neural Network model could be a suitable non-parametric method
for predicting changes in nonlinear time series, such as earthquake
precursors changes.*® Other studies have shown that neural net-
works are useful tools for modeling and predicting time series
and are able to learn any complex functional relationship between
the data of a phenomenon and identify their patterns even when
they are complex or unknown.*® Therefore the results of the studies
support those of this study, suggesting the better performance of
artificial neural networks in predicting time.

In this study, it was found that the SVM model had a lower per-
formance compared to the RF and ANN models for predicting hos-
pital emergency evacuation time after fire. The results of a study
conducted in the United States to model and predict evacuation
trends during the Irma hurricane showed that the SVM model
had the best performance.’” The results of that conducted study
contradict the present study, which can be due to the different
number of data points used (i.e., the number of data points was
lower in this study).
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The results of feature ranking in this research showed that the
parameters of the patient transfer time and the distance to the
safe place had the largest impacts on the model of predicting the
duration of hospital emergency evacuation following fire. A
study in Thailand assessed the applicability of the ANN and
regression analysis models to predict the pre-evacuation time
in a plastics industry, whose results showed that there was a pos-
itive correlation between the pre-evacuation time and the num-
ber of floors of the building. In the most recent conducted study,
because most staff were working on the lower floors of the build-
ing, they were quickly evacuated to a safe place after the fire
alarm, and therefore reported a relatively short time for emer-
gency evacuation.’® Another study conducted in 2019 to assess
the risks of emergency evacuation of buildings in Japan, sensi-
tivity analysis showed that the number of people and their pri-
mary location (i.e., based on building floors) were among the
most prominent parameters influencing the risks of emergency
evacuation of buildings.*® It should be noted that the present
study was conducted in a hospital, and hospital residents are
people with movement restrictions. During emergency evac-
uation after a fire, on the other hand, stairs are used for emer-
gency exit, so the evacuation time for the upper floors of the
hospital is longer. Therefore, it is recommended that hospitals
reduce emergency evacuation time following fires by installing
ramps.

Limitations

The relatively low number of the input factors in the machine
learning model was one of the limitations of this study.
Considering that these factors were chosen based on the structure
of a hospital, a simulated scenario, and the performance of
machine learning models, it was not amenable to include more
factors.

Conclusions

The results of the present study showed that the RF model had the
highest accuracy compared to other models to design an applicable
model for predicting the duration of hospital emergency evac-
uation following fire. Since time is a vital and important parameter
in hospital emergency evacuation, predicting the time required for
evacuation can provide hospital managers with the opportunity to
analyze the conditions for planning by providing accurate infor-
mation. Therefore, health policy makers and managers are advised
to use machine learning models to predict the time required for
hospital emergency evacuation during fire so that they can develop
and promote hospital emergency evacuation programs and guide-
lines following fire.
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