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Abstract
Understanding consumer choices and their drivers of willingness to pay (WTP) for a bottle
of wine has been a research challenge inwine economics, particularly in nichemarkets such
as sparklingwine.This study investigates the determinants ofWTP for sparklingwine based
on data from Portuguese consumers. The results provided by two alternative methodolo-
gies are compared: a traditional econometric model, based on the estimation of an ordered
probit model; and a modelling approach based on data-driven and using machine learn-
ing algorithms. Both approaches present similar results, highlighting the relevance of some
determinants including income, Champagne brand, not being a protected designation of
origin and being a red wine consumer as main predictors of WTP for sparkling wine in
Portugal.
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I. Introduction
Wine is widely perceived as an experience good whose market structure is typically a
monopolistic competition, where information plays a key role in consumers’ purchas-
ing decisions and their willingness to pay (WTP). Research into wine prices or WTP
allows for a better understanding of consumer behavior, including their reaction and
sensitivity to price changes, to understand market trends, to anticipate changes in sup-
ply and demand, and to provide support for decision-making, in order to increase the
economic performance of wineries (Le Fur et al., 2023). Therefore, knowledge about
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the predictors, or determinants, that influence consumers’ WTP is strategically impor-
tant for wineries to increase their profitability and to develop more effective pricing
and marketing strategies aligned with consumer preferences.

The WTP has been generally estimated through the hedonic price function that
models theWTP as a function of predictive objective and subjective product attributes,
as well as control variables as a set of consumers’ socioeconomic characteristics. Thus,
the estimation of WTP has been dominated by a theory-driven paradigm, in which
the researcher imposes a structure on data, and models consumer decisions based on
utility theory. The best model is selected by comparing the econometric results based
on alternative functions differing both in terms of functional form and in the selected
explanatory variables.

Nevertheless, alongside the restrictive assumptions about consumer behavior, it
remains uncertain whether the chosen econometric model adequately represents the
data generation process and if it can be used for predictive and assertive inferences
(Rodrigues et al., 2022). To overcome these potential drawbacks, recent alternative
modelling and estimation techniques have emerged based on data-driven analy-
sis supported by machine learning (ML) algorithms, complementing and enlarging
the traditional choice modelling approach (e.g., van Cranenburgh et al., 2022). This
approach has been recently applied to the field of wine (e.g., Niklas and Rinke, 2020;
Rinke and Ho, 2023). In this line of research, van Cranenburgh et al. (2022) point out
the need for additional work integrating and comparing the results of the two mod-
elling paradigms, the econometric approach and ML one, to which this paper aims to
contribute. Associated with this objective, the main research questions are: (i) what are
the main predictors of WTP for Portuguese sparkling wine consumers? and (ii) how
similar are the results obtained with the econometric and ML approaches?

Thus, the contribution of this article is threefold: (i) identifying the main drivers of
WTPof Portuguese sparklingwine consumers; (ii) exploring the determinants ofWTP
for wine, employing a dual lens of traditional econometric methods and contemporary
ML techniques; and (iii) providing useful information for wineries to outline better
marketing strategies for sparkling wine.

This article is structured as follows: section II presents an overview of the main
potential predictors of WTP for wine, including the sparkling wine category; sec-
tion III describes the data and methods, i.e., the ordered probit model and the ML
approach; section IV describes and discusses the results; and, finally, sectionV presents
the conclusions of the study.

II. Theoretical background
The WTP for wine has been the subject of extensive research in several countries
over the last 30 years. The literature has revealed a series of determinants that influ-
ence WTP, using econometric models based on Lancaster’s (1966) theory of consumer
behavior, which emphasizes the importance of product characteristics. Generally,
WTP is assumed to be influenced by intrinsic and extrinsic wine cues, which con-
sumers use according to experiential and psychological factors, such as wine knowl-
edge (Dodd et al., 2005) and involvement (Cox, 2009), as well as socioeconomic and
demographic variables, including income, age, education, and socioeconomic status
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(Elliot and Barth, 2012; Lange et al., 2002; Lerro et al., 2020; Skuras and Vakrou, 2002).
Outreville and Le Fur (2020) present a descriptive review of empirical studies on the
determinants of wine price during the 1993–2018 period. In the same line, Le Fur
et al. (2023) include a recent and detailed literature review and a bibliometric anal-
ysis of academic research on wine prices in economics, covering 180 articles published
in journals between 1992 and 2022. Both literature reviews provide useful knowledge
on price predictors and the methodologies that have been used, highlighting the role
of the theory-driven paradigm and the associated econometric estimation of hedonic
price functions.

Early studies usually employed hedonic pricing models to analyze the formation of
wine prices (Combris et al., 1997; e.g., Oczkowski, 1994), evaluating the price premium
associatedwith specific characteristics.More recent econometric efforts have expanded
their framework to include experimental auctions (Vecchio, 2013) and discrete choice
experiments (D’Alessandro and Pecotich, 2013; Gonçalves et al., 2020; Palma et al.,
2016), offering a deeper understanding of consumer preferences and their impact
on WTP.

The results of previous studies obtained for sparkling wines suggest distinct pref-
erences and WTP for appellations, Prosecco in this case (Onofri et al., 2015; Rossetto
andGastaldello, 2018; e.g.,Thiene et al., 2013), brands (Vecchio et al., 2019), and loyalty
(Bassi et al., 2021). Culbert et al. (2017) reveal that the production method influences
the sensory profile of Australian sparkling white wine styles, and the Charmat is the
preferred method. In turn, Lange et al. (2002) compare two mechanisms, the hedonic
test and the Vickrey auction, to reveal consumers’ WTP for Champagne, concluding
that, in general, participants are willing to pay more for wines from big brands, and
older consumers are willing to pay higher prices than younger people for reservewines.
Pickering et al. (2022) focused on the effect of label information, compare the evalu-
ated WTP and quality perception in different information scenarios for a set of two
simulated sparkling wine labels (Champagne and Prosecco). They conclude that those
who consider themselvesmore knowledgeable about sparkling wines are willing to pay
more for the Prosecco wine style and that WTP increases with the amount typically
paid for both wine styles. Researchers have also found that when sparkling wine is
purchased for a special occasion (e.g., a celebration), consumers are often willing to
spend more (Morton et al., 2004; Velikova et al., 2016). Verdonk et al. (2017) point out
that when consumers buy wine as a gift, they are more willing to purchase expensive,
prestigious brands of sparkling wine, including Champagne.

In parallel with advances in econometric models, the development of data science
and ML, well described in the literature, has opened new avenues for the analysis of
wine WTP. ML techniques, known for their ability to deal with extensive data sets and
discover nonlinear relationships, have demonstrated high potential in the wine indus-
try. For example, some studies have applied various ML algorithms to predict wine
quality (Jain et al., 2023), taste preferences (Cortez et al., 2009), wine price (Niklas and
Rinke, 2020), and indirectly shedding light on WTP.

In summary, the literature review allowed us to conclude that themain predictors of
WTP can be organized into four groups of variables: (i) socioeconomic characteristics
(gender, age, education, marital status, place of residence, income); (ii) personal and
behavioral aspects (consumer knowledge, who buys, motives of purchase, knowledge
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of production method, consumption frequency, consumption of other beverages); (iii)
collective (region of origin, collective brand) and individual (brands and awards) rep-
utations; and (iv) attributes of the sparkling wine (e.g., category, sweetness, production
method, and organic production).

III. Data and methods
a. Data
Based on the findings provided by the literature review and advice from experts in the
sparkling wine market, the authors developed a survey that includes three groups of
questions: (i) purchasing and consumption patterns; (ii) discrete choice experiment;
and (iii) sociodemographic information. Data collection was carried out online and
managed by a company specialized in market research in Portugal, in September 2022.
This company guaranteed a representative sample in terms of gender, age, income, and
professional status.The sample has information from 800 people over 18 years old who
consumed sparkling wine at least once a year. Table A1 (Appendix A) describes the
variables used in this study and briefly characterizes the data collected. Next, we will
present the main characteristics of the database.

Regarding the price of a bottle of sparkling wine (PriceRan), only 8% of the respon-
dents revealed willingness to spend more than €15, while the majority (>70%) said
they would spend less than €10 per bottle.

Concerning the socioeconomic variables, 51% of respondents are male; 28.9% of
the sample is aged between 55 and 64, followed by 18.4% in the 35 to 44 age group;
83.6% of the sample lives in urban areas (residence); 42% earn between €1,000 and
€1,999.99 net income per month. The analysis of the professional status of the inter-
viewees reveals that 58% are employees, 16% are self-employed, 15% are retired,
6% are unemployed, and 5% are students. More than 90% of respondents purchase
sparkling wine for celebrations, which is in line with evidence reported in other
studies.

Concerning the personal and behavioral variables, 61% of respondents are respon-
sible for purchasing sparkling wine (BuySparkling variable). When asked about their
knowledge about sparkling wines (SparklingKnow), 51% of those interviewed assume
they know a little about sparkling wines, almost 30% consider themselves to have
moderate knowledge, 16.6% are new to this market, and only less than 3% state to
know a lot or consider themselves experts in sparkling wine. More than 70% claim to
know the traditional/classic productionmethod (ClassTrad), 16.4% know theCharmat
method, 14.9% know bothmethods, and 26.9% do not know either of them.More than
90% buy sparkling wine for celebrations (BuyCeleb), 77.1% for other events or parties
(BuyParty), 33.6% to consume duringmeals (BuyFood), and 28.5% buy sparkling wine
as a gift (BuyGift). Around 37% consume sparkling wine between 5 and 10 times/year
and 2.4% consume it at least once a week (SparklingCons). Sparkling wine is con-
sumed as an aperitif (32%), in cocktails (45%), during (54%) and after (59%) meals.
The majority of sparkling wine consumers in the sample report consuming other alco-
holic beverages, such as red (ConsRed, 82%) and white wine (ConsWhite, 85%), beer
(ConsBeer, 86%), spirits (ConsSpirits, 60%), sangria (a wine-based drink flavored with
fruit and spices originating in Portugal and Spain, ConsSangria 64%), and soft drinks
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(ConsSoft, 71%). Concerning the wines’ collective reputation, i.e., the region of origin,
the choices were Bairrada (35%), Champagne (15.4%), and Távora (14.5%), but 20.6%
have no preferred region (NotPDO). Concerning the attributes of the sparkling wine
and personal preferences, the individual brand, the importance of awards and being
organic are highlighted. In summary, the data collected a heterogeneous e sociodemo-
graphic profile of Portuguese sparkling wine consumers, considering their preferences,
consumption and purchasing habits, as well as the evaluation of the product’s attributes
for decision-making.

IV Methods
a Ordered probit model
Taking into account the nature of the dependent variable the price range or the WTP
for sparkling wine ordered by classes, an econometric ordered probit model is esti-
mated. Under this model, there is a latent continuous metric underlying the ordinal
responses, being the latent continuous dependent variable yi* determined by a vector
of explanatory variables (xi) and a disturbance term (𝜀i). Therefore, the ordered probit
regression method allows modelling of the ordered outcome based on J categories (in
our case four categories) of WTP, as a linear function of the observed vector of xi. The
latent regression is specified as follows:

yi* = 𝛽′xi + 𝜀i, 𝜀i ∼ N (0, 1) , ∀i = 1, … ,N. (1)

where i is theNth observation, y* is the unobservedN×1 dependent variable, 𝛽′ is the
vector ofK×1 estimated parameters, x (N×K) are the covariates (predictors) assumed
to be independent of 𝜀, and 𝜀 (N × 1) is the error term including unobservable factors.
The probabilities underlying this model are given by

Prob [ y = 0] = Φ (−𝛽′x)

Prob [ y = 1] = Φ (𝜇1 − 𝛽′x) − Φ (−𝛽′x)

Prob [ y = 2] = Φ (𝜇2 − 𝛽′x) − Φ (𝜇1 − 𝛽′x)

…

Prob [ y = J] = 1 − Φ (𝜇J−1 − 𝛽′x)

where Φ(•) stands for the cumulative distribution function, and 𝜇J, j = 1, … ,K, are
the unknown threshold parameters, between which the categorical responses are esti-
mated. The model estimation through the likelihood function is based on the implied
probabilities.

https://doi.org/10.1017/jw
e.2024.22  Published online by Cam

bridge U
niversity Press

https://doi.org/10.1017/jwe.2024.22


Journal of Wine Economics 73

b Machine learning
In the data-driven approach, the identification and ordering of statistically signifi-
cant predictors of WTP, among a vast set (pool) of potential explanatory variables,
named as features in this context, is a category of supervised ML named classifica-
tion, in which an algorithm “learns” to classify new observations from examples of
input and output labelled/categorical data (Kotsiantis et al., 2007; Mohamed, 2017;
Nasteski, 2017; Osisanwo et al., 2017; Singh et al., 2016).This approach includes the use
of feature selection or feature ranking algorithms (FRA) followed by the development
(training/calibration) of a WTP classification model.

In this study, features were ordered and classification models were trained and
tested with (i) Orange, which is an open-source ML and data visualization software,
that creates data analysis workflows visually, with a large and diverse toolbox and,
(ii) MATLAB Classification Learner (CL), which allows the user to explore the data,
select features, train, validate, and tune classification models for binary or multiclass
problems using supervised ML statistics and ML toolbox 12.4. The choice to use both
software packages depends on the user’s specific needs and technical proficiency. Both
Orange and MATLAB CL are widely used because they are particularly appealing to
users seeking an accessible and intuitive tool for data mining and ML (Ciaburro, 2017;
Dem ̌sar et al., 2013).

Different FRAs were tested and used to rank the features, namely the minimum
redundancymaximum relevance (mRMR), univariate FRA for classification using chi-
square tests (𝜒2), ReliefF algorithm with k nearest neighbors, one-way ANOVA for
each predictor variable grouped by class, Kruskal–Wallis test (KW), information gain
(InforGain), gain ratio, Gini index, fast correlation based filter. These FRAs support
categorical and continuous features and are well described in the literature (e.g., Guyon
and Elisseeff, 2003; Radovic et al., 2017). Nevertheless, we present a brief description of
the FRA in Table B1 (Appendix B). The selected features will be presented and sorted
in descending order of scores. For 𝜒2, ANOVA and KW, the features are ranked using
the p − values since scores correspond to −log (p).

The 42 different classification models used are of nine types: decision trees, dis-
criminant analysis, support vector machines, logistic regression, nearest neighbors,
naive bayes, kernel approximation, neural network, and ensemble classifiers. A detailed
description, comparison and reviewof these classifiers are easily found in theMATLAB
Help Center and in the literature (e.g., Guyon and Elisseeff, 2003; Kotsiantis et al.,
2007;Mohamed, 2017; Nasteski, 2017; Osisanwo et al., 2017; Radovic et al., 2017; Singh
et al., 2016). However, we present a brief description of these algorithms in Table C1
(Appendix C).The accuracy ratio (AR), defined as the ratio of cases correctly predicted
during calibration, is used as a measure of the performance of the classificationmodels
calibrated with the features/variables selected by each FRA. The AR of each FRA is the
maximum performance achieved by the classification models.

V. Results and discussion
The results of an ordered probit model with ordered price intervals (in euro) as the
dependent variable, which is a proxy for WTP for a bottle of a sparkling wine, include
the ordered list of the 34 covariates or predictors, their respective regression coefficients
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and standard errors (Table 1 and Table A2, Appendix A). It is important to high-
light that the null hypothesis of errors normally distributed is observed, the value of
the likelihood ratio test also confirms that the parameters are globally significant at
a 1% level and the ratio of correctly predicted cases (AR) is 45% (Table 1). Based on
the decreasing level of significance (1%, 5%, and 10%), the 15 predictors statistically
significant of the ordered probit WTP (Table 1) are the Champagne brand, income,
importance of awards (ImpDCE2), being the one who buys or purchases the product,
the importance given by the respondent to a set of variables related to organic produc-
tion (ImpDCE6), production method (ImpDCE5), and sweetness (ImpDCE4), to be
a consumer of red wine, to buy sparkling wine as a gift, the importance of the brand,
gender, local of residence, region of production and not being protected designation of
origin (PDO).

For the sake of simplicity, only the results of five FRAs that present the highest AR
among the ML algorithms available in CL and Orange (Table 1) will be presented,
although it is important to note that the results of different FRAs are very similar. For
example, in CL, the results obtained with 𝜒2, ANOVA and KW are very alike. The
features ranked by ANOVA and KW in the first eleventh positions are the same and
sorted in the same order. Three of the last four features selected by these two algo-
rithms are also the same, although they are ordered differently. Features selected with
𝜒2 are also similar and only differ in the order between some pairs of successive fea-
tures.Theother algorithms (ReliefF,mRMR, InforGain) selected only some of the same
features, not always in the same order. However, approximately the same set of features
tend to be selected for the top seven positions, namely Income, Champagne, NotPDO,
ClassTrad, ImpBrand, BuySparkling, and Tavora. The features selected with the other
FRAs of Orange are relatively similar. For example, the set of features in the top seven
positions is very similar, except for BuySprakling and Tavora, which are only selected
once. On the other hand, BuyGift, ImpDCE1, and ImpDCE3 are selected twice by the
Orange FRA. The IngorGain and Gini select the same variables but in slightly different
order. The other three used FRAs present some similarities in the common features
selected.

Regarding the performance of classification models, the AR is slightly higher for
the ordered probit model (45%) than for the ML methods, which ranges between 41%
and 43%. AR is only slightly higher for models available in Orange than in CL. In the
case of CL FRA, the classifiers with the highest performance are the linear discriminant
analysis model for 𝜒2 and KW, weighted KNN (nearest neighbor classifier) for ReliefF,
Ensemble Subspace Discriminant (ensemble classifier) formRMR, Kernel Naïve Bayes
for ANOVA. For Orange, the SVM provides the highest AR for 𝜒2, Neural Networks
for InofrGain e Gini, and Naïve Bayes for gain ratio and ReliefF.

Since, for 𝜒2, ANOVA and KW, the scores correspond to—log(p), it is important
to mention that for these FRA the number of features with p-values below 5% is 11
for ANOVA, 12 for 𝜒2 and 14 for KW. However, classification models were calibrated
with several predictors ranging between 12 and 15 with very similar AR. These results
suggest that the inclusion of additional, but less important predictors does not lead
to better-performing models. Results obtained with ML methods suggest a tendency
toward similarity in the main predictors/features selected by the different methods.
This finding is likely a consequence of the fact that the initial features (predictors) in
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the ML approach are the same as the covariates in the probit model, the inclusion of
which is supported by previous studies.

In general, the findings highlight the relevance of the same variables, namely
income, the Champagne brand, not being PDO, the traditional/classic production
method and the importance of the brand. Additionally, the ordered probit stresses the
significance of the six variables that express the personal importance of the respondents
given to a set of variables related to production region, awards, categories, sweetness,
production method, and organic. Although all ML models confirm the importance of
income, Champagne and ClasTrad, the evidence reported for the other variables is dif-
ferent, which draws attention to the need to choose the best method based on a given
performance measure.

The results are in line with the findings of previous studies. The brand, Champagne
appellation and income are strong determinants of PortugueseWTP for sparklingwine
(e.g., Pickering et al., 2022). The greatest importance of these three characteristics for
modelingWTPwas evidencedwith the ordered probitmodel, four of the fiveMATLAB
classifiers and one Orange model, although two other Orange classifiers select cham-
pagne and income in the first three positions. Individuals arewilling to paymore for big
brands, confirming that Champagne has a strong collective reputation as an indicator
of status (Combris et al., 2006; Dal Bianco et al., 2018; e.g., Lange et al., 2002; Pickering
et al., 2022; Verdonk et al., 2017). Pickering et al. (2022) compared Champagne and
Prosecco wine style labels and found that respondents with higher incomes are willing
to pay more for both sparkling wine styles than their counterparts. In the same line,
as expected, the WTP for sparkling wine is influenced by the absence of a PDO, sug-
gesting that the terroir collective reputation that comes from the designation of origin,
affects the WTP for sparkling wine.

Additionally, there seems to exist some differentiation between male and female
consumers, in line with findings from previous studies. Female consumers are found
to consume significantly more sparkling wine than men. Women are slightly more
willing to pay for sparkling wine than men, which could reflect the perception that
sparkling wine is “feminine” or a “women’s drink,” possibly due to its connotations of
glamor and romanticism (Bruwer and McCutcheon, 2017; Stephen Charters, 2005).
Furthermore, women tend to be the main shoppers in their households, which may
also explain differences in the WTP (e.g., Marshall and Anderson, 2000). Our results
show that being responsible for purchasing wine increases the WTP of sparkling wine
because it enhances the involvement with wine, which is related to the amount typi-
cally spent on a bottle of wine, as spending consumers are the most involved with wine
in general (Thach and Olsen, 2015).

A relationship is also observed between the consumption of sparkling wine and the
consumption habits of other drinks, in the sense that red wine consumers seem to be
positively correlated to theWTP of sparkling wine.This relationshipmay be associated
with the strong presence of a traditional consumption model, in which families buy
more wine, especially still red wine, to consume with meals (Dal Bianco et al., 2018).
In this sense, there is a complementary effect between the consumption of red wine
with meals and the WTP for sparkling wine for consumption outside meals.

In line with other studies (e.g., Stephen Charters, 2005; Steve Charters et al., 2011,
for still wine), our results suggest that sparkling wine is perceived as a separate product
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type from other beverages (e.g. still white wine, beer, soft drinks, spirits, and sangria).
One reason for this result may be that households that consume significant quantities
of wine tend to purchase cheaper products, and sensitivity to branded prices is not a
significant determinant of their WTP for sparkling wines (Dal Bianco et al., 2018). As
demonstrated previously, the present study also confirms that consumers are usually
willing to spend more on sparkling wines purchased for special occasions, such as fes-
tive events/seasons and offers/gifts, which attest to the importance of the purchasing
context (e.g., Morton et al., 2004; Velikova et al., 2016; Verdonk et al., 2017).

Finally, broad consistency was observed for personal preferences underlying the
choice in the decision-making process and WTP highlighting the importance of wine
cues (e.g., ImpDCE1 to ImpDCE6) (e.g., Ferreira et al., 2021); production region (e.g.,
Verdonk et al., 2017); awards or reputation; categories; sweetness (e.g., Combris et al.,
2006; Verdonk et al., 2017); production method (e.g., Culbert et al., 2017); and being
organic (e.g., Schäufele and Hamm, 2017). This outcome reinforces the importance
of the characteristics revealed to the consumer (on the bottle and label), to explain
differences in the consumers’ price (e.g., Combris et al., 2006; Lecocq andVisser, 2006).

VI. Conclusion
This study analyzes consumers’ WTP for sparkling wine in Portugal. Research on this
topic has typically been backed by a theoretical model grounded in utility theory,
employing econometric estimation methods tailored to the data structure and study
objectives. This study deepens the analysis by comparing the results of a traditional
model used to understand the determinants of sparkling wine WTP (ordered probit
model) of Portuguese consumers, with the evidence produced by recently emerging
alternative methods rooted in ML algorithms.

The results suggest that there is no absolute supremacy of any of the approaches in
terms of global performance, although the ordered probitmodel presents a slightly bet-
ter performance in the accuracy rate of correctly predicted cases. The two approaches
tend to select the same main predictors, highlighting the relevance of the income vari-
able, the Champagne brand, not being a PDO and being a red wine consumer as the
main predictors of WTP for sparkling wine in Portugal. However, the advances sug-
gested byML are quite variable depending on the algorithm and platforms used, which
draws attention to the need to choose the best method based on another specific per-
formancemeasure. In this sense, it should be pointed out thatML classificationmodels
are characterized by being parameterizable algorithms. Thus, although a large number
of methods were used in this study, this number could have been much higher if other
options/parameterizations had been chosen. On the other hand, although the use of
ML tools does not require prior knowledge of the relationship to be modelled, it ben-
efits from knowledge of the characteristics of each algorithm and the relationships to
be modelled.

This paper contributes to consolidating knowledge on the modelling of con-
sumer behavior and provides useful information for wineries’ marketing strategies.
Specifically, the results indicate that to increase sparkling wine sales at a higher price,
wineries should segment the market according to income, focusing on higher-income
niches that are also red wine consumers. At the same time, they should follow the
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Champagne strategy as a benchmark, create dynamics of collective and individual rep-
utation, reinforce and benefit from the PDO, boost wine routes, carry out visits and
tastings in the vineyard and in the cellar, participating in competitions and tastings,
and developing cooperative actions with hotels and restaurants that value the sparkling
wine. Moreover, since the ordering of WTP predictors changes with the used method,
a detailed analysis and weighting of the different ordering, i.e., a quantified sensibility
analysis, is recommended for the robustness of the winery’s marketing plan outlined
to a target market.

The authors are aware that the usedmethods and, consequently, the obtained results
of this study can be extended, for instance, by applying and integrating the two analyti-
cal paradigms in the choice modelling perspective, as highlighted by van Cranenburgh
et al. (2022). Moreover, in this study, the departing features of the ML methods are the
same as the covariates (predictors) of the ordered probit model, which is supported by
previous studies, remaining the research question as to whether ML methods are not
especially suited for unstructured big data with limited knowledge about the influence
on WTP. In this way, it is suggested as a research trend to apply ML techniques to data
from digital platforms such as Google Trends and Vivino.
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Appendix A
Table A1. Summary of the data collected including the names of the dependent and independent vari-
ables, the value or range of values for each class, and the proportion of the data set in each class

Variables Scale #respondents %

Dependent (WTP)

Price range (€/bottle) PriceRan

Class 1 0–6.99€ 296 37.0

Class 2 7€–9.99€ 272 34.0

Class 3 10€–14.99€ 168 21.0

Class 4 More than 15€ 64 8.0

Explanatory/Predictors

Socioeconomic characteristics

Gender 1 if male 408 51.0

Age group (%) <25 78 9.7

25 − 34 84 10.5

35 − 44 147 18.4

45 − 54 145 18.1

55 − 64 232 29.0

>64 114 14.3

Education High school 376 47.0

Bachelor’s degree 309 38.6

Master or PhD 115 14.4
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Table A1. (Continued.)

Variables Scale #respondents %

Dependent (WTP)

Price range (€/bottle) PriceRan

Marital status 1 if married or
equivalent

520 65.0

Residence 1 if rural 144 18.0

Income (household monthly net
income €)

Less than 650€ 20 2.5

650–999.99 97 12.2

1000–1999.99 336 42.0

2000–2999.99 225 28.1

3000– 3999.99 87 10.8

Over 3999.99€ 35 4.4

Personal and behavioral aspects

SparklingKnow (subjective
sparkling wine knowledge)

A new entrant in the
sparkling world

133 16.6

Know a little 408 51.0

Moderate 236 29.5

Know a lot 21 2.6

Expert 2 0.3

Buy sparkling 1 if is responsible for
purchasing wine

488 61.0

Motives of purchase

BuyGift 1 if to offer 228 28.5

BuyFood 1 if for meals 269 33.6

BuyCeleb 1 if for celebrations 727 90.9

BuyParty 1 if for other events 617 77.1

Known production method

ClasTrad 1 if knows
Traditional/Classic

573 71.6

Charmat 1 if knows Charmat 131 16.4

SparklingCons (frequency of
consumption)

Once a year 25 3.1

2–4 times/year 245 30.6

5–10 times/year 295 36.9

Once a month 135 16.9

2–3 times/per month 81 10.1

One or more times a
week

19 2.4

(Continued)
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Table A1. (Continued.)

Variables Scale #respondents %

Dependent (WTP)

Price range (€/bottle) PriceRan

Consumption of other beverages

ConsRed (red wine) 1 if yes 656 82.0

ConsWhite (white wine) 1 if yes 680 85.0

ConsBeer (beer) 1 if yes 688 86.0

ConsSoft (soft drinks) 1 if yes 568 71.0

ConsSpirits (spirits) 1 if yes 480 60.0

ConsSangria (“sangria”) 1 if yes 512 64.0

Willingness to pay (bottle for
celebration)

Mean (€) 18.5

Collective reputation

Region of origin of purchased
sparkling

Bairrada 1 if Bairrada (Portugal) 283 35.4

Cava 1 if Cava (Spain) 104 13.0

Champagne 1 if Champagne (France) 123 15.4

Prosecco 1 if Prosecco (Italy) 760 95.0

Tavora 1 if Távora-Varosa
(Portugal)

123 15.4

NotPDO 1 if does not consider
this cue

165 20.6

Attributes of the sparkling wine

Scale Median

ImpBrand (importance of the
brand)

1 (not) to 5 (highly
important)

3

Importance of personal
preferences

ImpDCE1 (importance of
production region)

1 (more) to 7 (less
important)

3

ImpDCE2 (importance of awards) 1 (more) to 7 (less
important)

5

ImpDCE3 (importance of
categories)

1 (more) to 7 (less
important)

4

ImpDCE4 (importance of
sweetness)

1 (more) to 7 (less
important)

1

ImpDCE5 (importance of
production method)

1 (more) to 7 (less
important)

5

ImpDCE6 (importance of being
organic)

1 (more) to 7 (less
important)

6
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Table A2. Results obtained with the ordered probit model for price range as the dependent variable,
including the explanatory variables and the values of the coefficient and standard error

Explanatory variables Coefficient Std. Error

Gender −0.1967** 0.0897

Age 0.0011 0.0038

AgreFam −0.0103 0.0370

Marital −0.0078 0.001

Income 0.2110*** 0.0426

Residence −0.2395** 0.1126

SparklingKnown −0.0999 0.0608

Sparklingcons −0.0599 0.0423

BuySparkling 0.3350*** 0.0883

ConsRed 0.2941** 0.1169

ConsWhite 0.0365 0.1268

ConsBeer −0.1794 0.1380

ConsSoft 0.0530 0.1009

ConsSpirits 0.0738 0.0873

ConsSangria −0.0214 0.0963

BuyCeleb 0.1726 0.1586

BuyParty −0.0638 0.1096

BuyFood −0.0689 0.0950

BuyGift 0.2186** 0.0936

Tavora 0.2263 0.1436

Bairrada 0.1187 0.1287

Champagne 0.6324*** 0.1560

Prosecco −0.1799 0.1208

Cava −0.0350 0.1051

NotPDO −0.2552* 0.1447

ImpBrand 0.1040** 0.0470

ClasTrad 0.1596 0.1028

Charmat 0.1088 0.1107

ImpDCE1 −0.0642** 0.0308

ImpDCE2 −0.1403*** 0.0300

ImpDCE3 −0.1148*** 0.0312

ImpDCE4 −0.1212*** 0.0386

ImpDCE5 −0.1004*** 0.0310

ImpDCE6 −0.1323*** 0.0345

cut1 −1.9116*** 0.6982

(Continued)
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Table A2. (Continued.)

Explanatory variables Coefficient Std. Error

cut2 −0.8984 0.6934

cut3 0.0992 0.6953

Mean dependent var 1.0000

Log-likelihood −917.9055

Schwarz criterion 2083.1420

S.D. dependent var 0.9493

Akaike criterion 1909.8110

Hannan-Quinn 1976.3970

Number of cases “correctly
predicted”

360 (45.0%)

Likelihood ratio test Chi-square (34) = 187.33 [0.0000]

Test for normality of residual Null hypothesis: error is normally distributed
Test statistic: Chi-square(2) = 3.4834, with asymptotic
p-value = 0.175

***significant at the 1%
**significant at the 5%
*significant at the 10%

Appendix B

Table B1. Brief description of the machine learning (ML) feature ranking algorithms (FRAs). Based on the
information provided byMATLAB help center (https://www.mathworks.com/help/stats/classificationlearn
er-app.html)

Feature ranking algorithm Description

Minimum redundancy maximum
relevance (mRMR)

The mRMR (minimum redundancy maximum relevance)
algorithm selects an optimal feature set that maximally
represents the response variable by maximizing relevance to
the response while minimizing inter-feature redundancy. It
employs mutual information to measure feature importance
and prioritizes features based on a balance of relevance and
redundancy. A feature’s significance is determined through a
scoring system, with higher scores indicating greater
importance (Ding and Peng, 2011).

Chi2 (𝜒2) Test whether each predictor variable is independent of the
response variable using individual 𝜒2 tests, and then rank the
features using the p-values from the 𝜒2 test statistics
(McHugh, 2013). Scores correspond to −log (p). A small
p-value (large score) indicates that the feature depends on
the response variable and therefore, is an important feature.
If p − value < eps (0) (eps ≡ floating − point relative accuracy),
then the output is Inf.

(Continued)
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Table B1. (Continued.)

Feature ranking algorithm Description

ReliefF The ReliefF and RReliefF algorithms rank features by
estimating predictor weights and distinguishing between
categorical and continuous variables, respectively. They
assess the importance of predictors based on their ability to
differentiate between nearest neighbors of the same or
different classes, penalizing or rewarding accordingly.
Weights are iteratively updated, reflecting a predictor’s
relevance; higher weights signify greater importance, while
negative weights suggest a predictor’s inefficacy. RReliefF
adapts this process for continuous outcomes (Robnik-Šikonja
and Kononenko, 2003).

Analysis of variance (ANOVA) Classify the features using the p-values from a one-way
ANOVA performed for each predictor variable, grouped by
class (Hogg and Ledolter, 1987). For each predictor variable,
the hypothesis that the predictor values grouped by response
classes are drawn from populations with the samemean is
tested against the alternative hypothesis that population
means are not all equal. Scores correspond to −log (p) and
the predictor variables are ordered according to scores.

Kruskal–Wallis The algorithm utilizes Kruskal–Wallis Test p-values to rank
features, offering a nonparametric alternative to ANOVA for
comparing medians across multiple groups. This method
evaluates whether sample groups derive from populations
with identical distributions, employing ranks for analysis
rather than direct numeric values. It distinguishes between
populations based onmedian differences, substituting the
F-statistic with an 𝜒2 statistic for significance testing.
Predictor variables are assessed to determine if grouped
values indicate differing population medians, with scores
indicated by −log (p) (McKight and Najab, 2010).

Table B2. Brief description of the machine learning (ML) feature ranking algorithms (FRAs) implemented
by Orange software package, Version 3.35.0

Feature ranking algorithm Description

InforGain (IG) After observing the feature, IG measures the reduction in entropy
or uncertainty about the target variable. Entropy is a metric that
quantifies the amount of uncertainty or randomness in a
dataset’s class distribution. A feature with high IG helps
distinguish between the classes, thus reducing entropy or
unpredictability.
The formula for IG, given a feature F and target variable T, is:
IG (T, F) = H (T) − H (T ∣ F)
where:H (T) is the entropy of the target variable before the
feature is observed,H (T ∣ F) is the conditional entropy of the
target given the feature, which represents the uncertainty in the
target after observing the feature. In feature selection or while
building decision tree nodes, the goal is to maximize IG. We aim
to choose features that provide the most information about the
classification or outcome (Han et al., 2012).

(Continued)
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Table B2. (Continued.)

Feature ranking algorithm Description

Gain ratio (GR) It was introduced as an enhancement over Information Gain to
address its bias toward features with many values. IG tends to
prefer attributes that split the dataset into many small
partitions, which might not always be helpful. The GR
compensates for this by normalizing the IG by the intrinsic
information of a split, which measures the potential information
generated by splitting the training set into multiple partitions,
regardless of the actual outcomes. The GR for a feature F
concerning the target variable T is calculated as:
Gain Ratio (T, F) = IG(T,F)

IV(F)
where: IG(T, F) is the information gain of T given F, which
measures the reduction in entropy or uncertainty about T after
observing and IV(F) is the intrinsic value of F, which measures
the information generated by splitting the dataset based on F,

defined as IV (F) = −
n

∑
i=1

|S|
|Si|

log2
|S|
|Si|

, where Si are the subsets

created by splitting S based on F (Han et al., 2012).

Gini It measures the degree of impurity or purity of a set of elements,
indicating how often a randomly chosen element from the set
would be incorrectly labelled if it was randomly labelled
according to the distribution of labels in the subset. A Gini
impurity score of 0 signifies perfect purity, meaning all elements
in the subset belong to a single class. In contrast, a score closer
to 1 indicates high impurity, with elements distributed across
multiple classes. The formula for calculating the Gini impurity of
a set S containing instances of multiple classes is:

Gini (S) = 1 −
n

∑
i=1

p2
i

where pi is the proportion of instances of class i in the subset S
and n is the number of classes (Han et al., 2012).

Appendix C

Table C1. Brief description of the machine learning (ML) classification models implemented by MATLAB1

and Orange 32, Version 3.35.0 (mainly based on Bishop 2006)

Classification models Description

Decision trees (DT)1 DT is a versatile and useful tool for classification. It features a
hierarchical structure with root, internal, and leaf nodes, where
each leaf represents a response. Require minimal data prepara-
tion, and are easy to interpret, but vulnerable to high variances
and can be expensive to fit.

Discriminant analysis (DA)1 DA classifies observations by leveraging Gaussian distributions
to model different classes with linear or nonlinear thresholds
to separate them. DA are simple, efficient, and able to handle
high-dimensional data andmulticollinearity, but assume shared
mean distributions across classes.

(Continued)
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Table C1. (Continued.)

Classification models Description

Logistic regression classifiers
(LRC)1

Logistic regression shares similarities with linear regression
but focuses on the probability of categorical outcomes. Its
interpretability is a key advantage, but it demands larger,
representative samples and can overfit with too many
predictors.

Naive bayes classifiers (NBC)1,2 NBCmodels input distributions within classes without prioritiz-
ing feature importance. Assumes predictor independence, but
performs well even when this condition isn’t met. Its advantages
include simplicity, scalability, and effectiveness with high-
dimensional data, but it faces challenges with zero frequency
and its core independence assumption.

Support vector machines
(SVMs)1,2

SVMs linearly and nonlinearly classify data with varying flexibil-
ity by maximizing the margin between classes in N-dimensional
space. SVMs are preferred for high-dimensional data, outper-
forming NBC, LRC, and DT in certain scenarios, but require
hyperparameter tuning and can be computationally intensive
compared to NN.

Nearest neighbor classifiers
(K-nearest neighbors, KNN)1,2

KNN is a nonparametric method that is based on the proximity
of a data point to its ‘K’ nearest neighbors. Flexibility, bias and
variance depend on K. KNN has high predictive accuracy in lower
dimensional spaces, but requires more memory andmay be less
interpretable in higher dimensions.

Kernel approximation
classifiers (KAC)

KACs are used for nonlinear classification of data with many
observations (Herbrich, 2001; Williams, 2003) when they tend
to train and predict faster than SVM classifiers with Gaussian
kernels. KACs’ flexibility is medium, but increases as the Kernel
scale decreases, both for the SVM and LR types.

Ensemble classifiers (EC) EC enhance accuracy by combining multiple models: bagging
(averages decisions from different data samples), stacking (com-
bines different models’ predictions), and boosting (improves
predictions of each member). Bagging reduces variance but can
be computationally demanding and less interpretable; boosting
minimizes bias but risks overfitting.

Neural network classifiers (NN) NN are inspired by the human brain’s functioning and consists
of interconnected (input, hidden, and output) layers of nodes.
NN are easily adaptable, vary in complexity, offer medium to
high flexibility, and present high predictive accuracy but are
challenging to interpret.

Notes: The results of DT, DA, LRC, and NBC are easy to interpret while KNN, KAC, EC, and NN classifiers are difficult to inter-
pret. The results of SVMs are easy to interpret if linear but hard for all other kernel types; All classification models accept
exclusively numerical or categorical predictors and partly numerical and partly categorical predictors, except DA and EC.
However, Classification Learner only offers users the models available according to input data type.
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