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Abstract

We develop a high-order asymptotic expansion for the mean first passage time (MFPT) of the capture of Brownian
particles by a small elliptical trap in a bounded two-dimensional region. This new result describes the effect that
trap orientation plays on the capture rate and extends existing results that give information only on the role of trap
position on the capture rate. Our results are validated against numerical simulations that confirm the accuracy of
the asymptotic approximation. In the case of the unit disk domain, we identify a bifurcation such that the high-order
correction to the global MFPT (GMFPT) is minimized when the trap is orientated in the radial direction for traps
centred at O <r<r..=+v2— /2. When centred at position 7, < r < 1, the GMFPT correction is minimized by
orientating the trap in the angular direction. In the scenario of a general two-dimensional geometry, we identify the
orientation that minimizes the GMFPT in terms of the regular part of the Neumann Green’s function. This theory
is demonstrated on several regular domains such as disks, ellipses and rectangles.

1. Introduction

We consider the problem of describing the mean first passage time (MFPT) of two-dimensional
Brownian motion in a bounded region to a small elliptical absorbing trap. The diffusive transport of
molecules and individual agents from a source to a mobile or fixed target is a problem occurring in
a variety of physical, biological and social systems [17, 36, 42]. Ecological examples include the time
required for an animal to find a mate or shelter [12, 27, 43]. At the cellular scale, diffusion transports key
cargoes within the cell [9, 13, 14, 16, 28], including fibroblasts to initiate wound healing [1], antigens
for detection by T-cell receptors [37, 38], and material to and from the nucleus [30, 45]. The scope of the
target search problem has also been expanded to include features such as stochastic switching of target
states, resetting [7], extreme statistics, and homogenization [41]. For an extensive review, we point the
reader to the recent survey [15].

The MFPT u(x) describing the expected time to capture a diffusing particle initially at x € Q2 \ Q¢
solves the Poisson equation [6, 17]

DAu+1=0, xe Q\ Qg; (1.1a)
DVu-n=0, X €08, (1.1b)
u=20, X € 0Q¢. (1.1¢)
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Figure 1. Schematic of the configuration of the domain Q2 with a single trap Q¢ as defined in (1.3). The
trap is centred at a point & € Q located O(1) from 92 and has semi-major and semi-minor axes ea and
eb respectively. The semi-major axis of the trap is orientated at angle ¢ with respect to the horizontal
axis.

The boundary conditions (1.1b) prescribe that the outer boundary 9<2 is reflecting and equation (1.1c)
specifies that the trap Q¢ is absorbing. The aim of this paper is to construct a solution to (1.1) in the
limit as ¢ — 0 in the presence of an elliptical trap defined as

2 2
Qe =& +se? A, A:[(yl,yz)eR2|y—;+%<l}. (1.2)
a

Here & € Q is the centring point of the trap such that dist(€§, 0Q2) = O(1) as ¢ — 0, €a and &b are
the semi-major and semi-minor axes, respectively, and ¢ is the angle of orientation with respect to the
horizontal axis (see Figure 1). The term ¢ corresponds to rotation by angle ¢ in the counter clockwise
direction. An important quantity, called the global MFPT (GMFPT), describes the overall capture rate
based on a uniform distribution of start locations and is defined as

1
T=—————
12\ Q| Jorg,

Before outlining the rationale for this work and relationship to previous studies, we state our main
result:

Principal Result: Consider equation (1.1) with a single elliptical trap centred at & € Q2 with semi-
major and semi-minor axes ea and eb respectively (a > b) and the semi-major axis having elevation ¢
from the horizontal. In the limit as ¢ — 07, a two term expansion of the solution to (1.1) and the GMFPT
(1.3) is of form

u(x) dx. (1.3)

u(x) = 5 [o(X) + u,(x) + O(eh]; = 11) [t + &1 + O(eh)]. (1.4a)
The terms in the above expansions are given explicitly as

) = ~1Q1[GOxt) ~ REB)] + 3 (1.4b)

n(x) = |2 [%Trace(gng(x;g)) 2TV REE) - MV;G(X;E)] + 5. (1.4¢)
The logarithmic gauge function is v(e) = —1/log (ed.) where d, is the logarithmic capacitance which

reflects the shape of the trap and is determined by (B.81). For an elliptical trap, d. = %(a + b). The
constant x, is given by
a* + b?

%o = =19 (Trace(QVER(E:6)) — 27 VeR(E:6) - MV:RGED) + . (14d)
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Here, Q and M are the quadrupole and moment polarization matrices and solve associated electri-
fied disk problems (B.81) and (B.84), respectively. For the case of an elliptical trap, they are given

explicitly by
i o] BT S
The terms of the GMFPT (1.4a) are given by
7= ';2'[ +orRED| v )_log(:d) (1.40)
= [%frﬁaz;bz + 2], (1.4g)

We remark that the term 7\”[; 7y in (1.4g) arises due to fact that |2\ Q¢| = |2| — wabs?. In the above
result, G(x;&) and R(x;&) are the Neumann Green’s function and its regular part, respectively, defined
as the unique solution of

AG—&—S(X £, xeQ; VG-hi=0, xed; (1.5a)
f Gx:£)dx=0;  G(x:£)= L log [x — &| + R(x;). (1.5b)
o 21

Before giving a detailed outline of the steps leading to the principal result, we review some recent
works on related problems and motivations for this study. Over the past several decades, there has been
extensive research in the asymptotic analysis of the two-dimensional Poisson problem (1.2) in the pres-
ence of small inhomogeneities [8, 18, 20, 21, 24, 27, 44], which serves as a canonical problem in the
trafficking and delivery of small signalling molecules and cargoes [6]. More generally, there has been
significant recent interest in the study of elliptic problems in punctured domains [10, 23, 26, 33-35],
including higher-order corrections for eigenvalue problems in periodic domains [5, 19, 40].

Elliptical traps are of particular interest in cellular signalling problems due to the frequent obser-
vation of non-circularity in the cell itself [22] or other key organelles, such as the nucleus [29, 45].
An oval or elliptical geometry accurately captures the aberrations to radial symmetry observed in these
domains and hence it is natural to investigate how the capture rate of Brownian particles is modulated
by non-circularity. This is one element in a broader mathematical effort to understand the contribution
of geometry in cellular signalling [3, 4, 22, 31, 39]

The leading order behaviour of the GMFPT (1.4f) as ¢ — 0 (see [27]) captures the effects of trap
size and position. However, there is no information on how the orientation of the trap influences the
solution. A correction to the leading order behaviour (1.4b) was derived in [32] that captures the effect
of orientation,

1
= B[t0—8|52| (d- ViRE:D) + O . (1.6)

In the result (1.6), the vector d is related to the dipole moment of the trap and is defined by associated
problems that incorporate the shape and orientation of the trap. The contribution to the MFPT from the
location of the trap in 2 is captured by the quantity V¢R(&;&), where the subscript reflects differentiation
with respect to the source location.

For application of (1.6) to the case of an elliptical trap, which has two lines of symmetry, we find (see
Appendix B.1) that the dipole term vanishes (d=0), thus (1.6) no longer describes the effect of orienta-
tion on the MFPT. Our refined result (1.4) describes the higher-order contribution to the MFPT due to
the trap orientation. In particular, we can identify optimizing configurations by writing the GMFPT as

7, & [nab a?+ b (a +b) a’ —b2 . |:cos 2¢]i| (17

— - _ 2 2
=5*5 | @™ . 7|9 (R +R.)+19|% 20
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The vector p is found to be

R:: — Re, — 2m(R: — R?
p=|: £11 66 (R, Ez)i| , (1.8)

Q’Réléz - 47TR¥1 Réz

which gives the direction along which the trap should be orientated to optimize the correction term 7, of
the GMFPT. We note from (1.4f), that when the trap centre & is placed at a critical point of R(§;&), so that
VeR(E:8) =[R;,, R, 1" =0, 0]", the optimal orientation vector reduces to p = [R;s, — Rs,e,, 2Re;5,1"-

The outline of the paper is as follows. In Section 2, we present a hierarchy of results, beginning with
the solution of (1.1) in the reduced case of a circular trap located at the centre of a disk (Section 2.1).
Following this, we derive the solution in the presence of an elliptical trap placed at the centre of a disk
(Section 2.2). Finally, we present the corresponding result for the case of a general domain with an
ellipse of arbitrary orientation (Section 2.3), which yields the principal result (1.4).

In Section 3, we first validate the asymptotic result on the unit disk domain where the regular part
R(x;£) is known in closed form. In this unit disk case, we identify a bifurcation where for |&| > r.: =
V2— ﬁ, the GMFPT correction term 7, is minimized when the semi-major axis is orientated in the
angular direction. Conversely, for |&| < r., the GMFPT correction t, is minimized when the semi-major
axis is orientated in the radial direction. For certain regular domains, such as rectangles and ellipses,
highly accurate series solutions for (1.5) are available, which allows us to determine p. For these cases,
we reveal similar bifurcations of the optimizing orientation depending on the centring point of the ellipse
& and proximity to d€2. Finally in Section 4, we discuss avenues for future research arising from this
study.

2. Asymptotic analysis of the mean first passage time to a single elliptical trap

In this section, we perform the main asymptotic analysis on the MFPT problem (1.1). To guide the
rationale for the higher order expansions, it is useful to first analyse two exactly solvable cases for a
circular trap located at the centre of a disk and an elliptical trap located at the centre of a disk.

2.1. Unit disk with a circular trap at the origin

For a single circular trap at the origin, the MFPT (1.1) reduces to the ODE

1 1
Uy + —tt, = ——, e<r<l; u(Ee)=u'(1)=0, (2.9a)
r D
where r = |x|. The exact solution of (2.9a) is
()= o [~2 log L+ & 2.90)
ur)=>» 5 tlog t5 i
The corresponding GMFPT
1 2 ! 1 .
r=— wdx= —2 u(r)rdr:—[—3+48 s —410g8]
12\ Qe Jaog n(l—¢€) J—e 8D(1 — &%)
1
:@[—3—410g8+82(1 —4log8)+(’)(e4)]. (2.9¢)

The equation (2.9c) will be a useful case to validate solutions of (1.1) for more general configurations.

2.2. Unit disk with an elliptical trap at the origin

We now solve for the MFPT in the scenario of an elliptical trap at the origin, orientated along the
horizontal axis (¢ = 0) with semi-major and semi-minor axes ea and ¢b, respectively.
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Outer Expansion We expand as

u(r) = [uo(r)—}—s ur(r,0)+--- ], (2.10)

where Auy + 1 =0 with »y(1) =0 and Auz =0 with (1) = 0. The general solutions for u, and u, in
polar coordinates x = re® are

1 r?
uozzlogr—z—i—A], (2.11a)
u, = B, cos 20(r* + r %) + B, (2.11b)

for constants A, B;, B, to be determined. We remark that the choice of the cos (26) solution is even in
0 and generates the lowest order singularity. The general solution (2.11b) can accommodate a term of
form sin 20 x {r?, r2} in the case that the trap orientation moves off the perpendicular axis. Moving to
a coordinate x = ¢y, we find that

cos 26 2

u'v—log|y|7L loge—i—A +B,—— o +82[Bl—%]+(’)(84).

Inner Expansion: In the region x = ¢y, the solution u(x) = U(y) is expanded as

1 2
Uy =5 [Uoy) + 2Us(y) + -]

O(&"): The leading order problem satisfies

AU=0, in R*\A  Uy=0 on 3A; (2.12a)
1 1 0s 26
Up =7 loglyl + 5 log & + A, +B, ye b W= (2.12b)

where A is the rescaled ellipse of semi-major and semi-minor axes a and b, respectively, with orientation
¢ = 0 with respect to the origin. Using the solution v,.(y) of the electrified disk problem derived in
appendix B.1, we calculate that

1 1 a?> — b* cos 26
Uy= vOc(y) [IOg ly| —loga — T ] ly| — oo, (2.12¢)
where o = (a + b)/2. Matching (2.12b) with (2.12c) yields that
1 a? —b? -1
A=—, B,=— , V= . (2.13)
2v 8 log e
O(&?): Proceeding to the next order, we have that
AU, =—1, in R*\ A U,=0 on 3A4; (2.14a)
lyl*
U,=B, — e +O(1), |yl — oo. (2.14b)

We solve this problem in appendix B.3 by decomposing the solution as U, = —% ly|* + U,;, where U, (y)
solves a homogeneous problem. We find (see (B.91)) that the large argument behaviour of (2.14) is

e

U,~ 2 T g + O(yl™), ly| — oo. (2.15)
Hence from comparison to (2.14b), we determine that
2 b2
B| == a + .

8

We remark that the term B,, in (B.91) is determined by the Hessian of the leading outer solution uy,
which vanishes in this case due to the trap being centred at the origin. This completes the derivation of
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the expansion (2.10) and yields the following expression for the MFPT
1 1
u(r, )= |:10g r— 3 + +— ((a + %) — (@ = b*)(r* + %) cos 29)} +--- (2.16)

as ¢ — 0. We remark that this expression reduces to the exact solution (2.9b) in the scenarioa =b = 1.
Calculating the GMFPT, we must identify local and global contributions by introducing an intermediate
scale e € § K 1.

1 1
= — udX:—z[/ udX—i—/ udx].
12\ Q] Q\Qg 7(l —e*ab)l iy S<Ixl<I
—_——— ————

Ul I

We proceed to calculate both terms /; and I, to arrive at a final expression independent of §.
Calculation of /,: Rescaling with x = ¢y, we have that

, &2 [li=g; ,
I =¢ / . Udy=— ( Uy +&* U, )\J|dz. (2.17)
yeR-\ A jz1=1 —— ——
ly|<é/€ ho h2

In the above calculation of the integral /,, the region exterior to the ellipse has been mapped to the
exterior of the disk through the transformation y — az + 8/z for z = re and Jacobian |J| given by

2 2
:az—iﬂ00329+%.

r2

a—rﬁzcosZG —% sin 26
|J=

£sin20 o — £ cos20
T I

Using the fact that Uy(z) = 1 > log |z|, we have that
2

'—ga 2 2 r=&
Iy~ — / / log rla® — (xzﬂ cos 260 + %)rdrd@ =e'n / log r(a2r+ '8—3)dr
r r

r=1
~ T 202 2 2 i_ 2
~ el(a”*+ B°)+ 258 log 8. (2.18)
4 e

The contribution from I, is O(&*). We now calculate the contribution from the outer solution.
Calculation of 7,:

1
L=— 2u,)d
2= 5 \x|>a(u0+8 u,)dx
— f logr——+1+ ((a2+b2)—(az—bz)(rz—i-r’z)cosZG) rdrd
2 /), 2 4
T ! P21 g
=z logr— — ( b2> d
D/r=5|:ogr 2+v+4a+ ]rr
~ 3+2+82(2+b2> 25 l0g 8 4 8 — 20 (2.19)
“wp| 27y T2 \¢ 8 v | '

Combining the two terms (2.18) and (2.19), we have that

—;f _ i 202 2 202 2
_nD(l—szab)8|: 3+v—|—8(a +b)+ 2 (a —|—ﬁ)j|

1 . ab .

SD[ 344 “ 4o (2(a + 1) —3a b+—)]+0<e ). (2.20)

As required, this expression is independent of § and substitution of a = b = 1 reduces (2.20) to (2.9¢).
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2.3. General case for a single trap

We will now determine the solution to the MFPT problem for a single elliptical trap, centred at x = & with
semi-major and semi-minor axes €a, eb, respectively, and orientation ¢ with respect to the horizontal
axis. The explicit form of the trap is given in (1.2).

In an outer region away from the elliptical trap, we expand the solution as

u(x) = % [to(x) + 1y (%) + 2ur(x) + O(e?)] .
The outer problems u; for j =0, 1, 2, . . . satisfy
Au;+6;=0, xeQ)\ (&} (2.21a)
Vu;-1i=0, xe€09Q. (2.21b)

The local behaviour as x — & is now established for each problem (2.21) through boundary layer
analysis. In the vicinity of the trap, the solution is expanded in variables

1 5 5 .
U=4 [Us(y) + eUi(y) + €2 Un(y) + O(e™)] , y=e - (2.22)
Collecting terms at relevant orders gives a sequence of problems to be solved.
Inner Region O(e°): The leading order problem for U, satisfies
AU,=0, yeR>\ A; (2.23a)
Uy=0, yedA. (2.23b)
In terms of the solution v, of the electrified disk problem obtained in Appendix B.1, we have that
-1
Uo(y) = Svvoe(y)s V= . (2.24)
log e

Here, S is a constant to be determined in the matching process. The far field of equation (2.24) supplies
the appropriate local behaviour for the outer solution. In (B.81), we establish that for an elliptical trap
aligned in the horizontal direction (¢ = 0), the far-field behaviour is

_ y' Qy . 1 0] &-bPJ1 0
voC(Y)—log|Y|—10gOl+|yT, Q=—ap [0 _1i|——T o—1l" (2.25)

Hence, in terms of the outer coordinate y = ¢~ 'e~*(x — &) incorporating rotation by ¢ with respect to
the horizontal, and incorporating the far-field behaviour for |y| — oo, we generate the local behaviour

asx — &
u~ Sv |:10g|x—§|+%+82%:|+'~ (2.26)

The matrix Q = ¢ Qe is calculated as

Qz_a2—b2 [cosqb —sin¢] [1 0] [ cos ¢ sin¢i| __az—b2 |:0052¢ sin2¢}

4 sin ¢ cos¢p||0 —1||—sing cos¢ 4 sin2¢  —cos2¢
(2.27)
This behaviour is used to furnish terms in the outer expansion.
Outer Region O(s°): The problem at leading order is
Auy+1=0, xe Q\ {&}; (2.28a)
Vuy-n=0, X € 0; (2.28b)
ug~Svlog|x— &/ +S+---, x— &. (2.28¢)
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In terms of the Neumann’s Green’s function (1.5), we have that
ug = 27 SvG(x;€) + 7o, (2.29)
where 7, is a constant. The expansion of u, as x — & gives the local behaviour
uy=3Sv[log |x —&| —27R(x; &)+ 1 (2.30)
~Svlog X — &l + 1 — 27V | RE 1 6) +a- (x— )+ (x— &) ViR |xes (x— ) + O(x — £,

where the coeflicient terms for x = (xy, x,) are given by

0, R(x; Oy R(X Oy R(X; R R
a— R(x;§) ’ va |x=§:l R &) uR(X; &) :l 11 12 @3l
asz(X 5 E) - 2 axlng(X 5 E) axzsz(X 5 §) Xt 2 Ry, Ry

A system of two equations for unknowns (S, 7y) is found by both matching (2.29) with the local
behaviour and integrating (2.28a). This yields that

el e ,
S=o— ro_%[wzmze(g,g)]. (2.32)

This result was established in [24]. We now determine the correction to the inner expansion. In the
local variable y = ¢ '™ (x — §), equation (2.30) yields the far-field behaviour

U(y)~Sv [log ly| —loga —2mea- e’y —2me’ y' e " ViR |\s €’y + - - |, ly| = c0. (2.33)

This reveals the leading order matching behaviour for the higher-order inner corrections. Specifically,
we have that

U(y)~—2nSva-ely+ ... (2.34a)
Us(y) ~ —2a8Svy e V2R | (g €y + - - - (2.34b)

as |y| — oo. This behaviour is now matched to corresponding inner problems.
Inner Region O(g'): At this order, we must solve the exterior problem

AU =0, yeR*\ A, U =0, yedA; (2.35a)

U =-2nSva-e?y+..., ly| — oo; (2.35b)

In appendix B.2, we introduce and solve the vector valued electrified disk problem v,

Av,.=0, yeR*\ A vie=0, yedA; (2.36a)
M -
=y L s M=—a(% YY) (2.36b)
ly|? 0 b

In terms of this solution, we write that
Uy =-2nSva-e’v.(y). 2.37)

Applying the far-field behaviour (2.36b) as |y| — oo, while returning to outer coordinates with variable

y =& 'e7(x — &), we generate the local behaviour

Mx—-$§)
Ix—&

2 Sy
U ~—

a-[(x—£)+£2 :|+ as x— &, (2.38a)
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In the case of an elliptical trap, we calculate explicitly that M = ¢ Me™ has the form

|:cos¢ —sin¢>:| |:a 0:||: cos ¢ sin¢>:|
M=—«a
sin ¢ cosp | |0 b||—sing coso
acos’>¢+bsin’¢  (a— b)sin ¢ cos ¢
- (a—b)singpcos¢ bcos®p+asin® ¢

s |:1 O:| |:c0s 2¢ sin 2¢:|
=—«a —af| .
0 1 sin2¢  —cos2¢p

— T4 0. (2.38b)

where @ is the quadrupole matrix derived in (2.27).
Inner Region O(&?): At O(s?), we introduce the scalar valued problem U,(y) where

AU, =—1, yeR*\ A, U, =0, yedA; (2.39a)
Uy=-2aSvy e VIR e €’y +--- |y| > 00; (2.39b)
To further decompose the far-field behaviour (2.39b), we write

H=e""V.R | €”

1 cos¢p sing [ |R;; Rp||cos¢p —sing
2| —sing cosp||Rn Rnl||sing cos ¢
B R,+Ry,|1 O 1 | (Riy — Ry)cos2¢ + 2Ry, sin 2¢ 2R, cos2¢p — (R} — Ry,) sin2¢
B 4 0 1 2R, cos2¢p — (R;; — R»)sin2¢p  —(R;; — Ry) cos2¢p — 2Ry, sin 2¢

ty
_Ri+R, |10 n B B,
-4 [0 1] [Bo Byl

Here, B is the matrix satisfying Trace(3) = 0 with components

1
Bu=7 [(R11 — R») c0s 2 + 2R, sin 2¢], (2.40a)
1
B]z = Z [2R12 COS 2¢ - (R]] — R22) Sin 2¢] . (2.40b)
The far field behaviour is now in the form
T Y% + y§ 2 2
Yy Hy=| (R +Rx) 4 +Bn()’1 —y2)+2B|2y1y2 . (2.41)
We remark that Auy = A(Sv log |x — &| — 27 SVR(x ; €) 4+ 15) = —1, which implies that
1
AR:R“ +R22: —_—. (242)
12|
After applying these reductions, together with 27.Sv = |Q2| from (2.32), we can restate equation (2.39)
as
AU, =—1, yeR*\ A U,=0, yedA; (2.43a)
2
U, ~ —% —27Svy By +---, ly| = oo. (2.43b)
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In Appendix B.3, we state and solve the canonical problem (2.43) and obtain the refined behaviour

U, ~ —g —2nSvy' By + do. + O(ly[ ), as |y| — oo, (2.44a)
where the constant term is
gy =" : B insvap B, (2.44b)
If we incorporate the value of B, shown in (2.40a), this term reduces to
4= : B 7 SuTrace(QVZR(E ; £)), (2.45)

where we have used the identity
on On cos 2¢ sin 2¢
Trace(QVIR(E ;§)) = Q,1(R); — Ry) +2Q1R1; Q= S )
( (E g)) ll( 11 22) 128312 |:Q]2 —Q“:| :3 |:sin 24) _ cos 2¢

This completes the solution of the inner expansion (2.22) the inner problem up to O(s?). A
combination of equations (2.26), (2.38) and (2.44) yields the local behaviour

u~Svlog|x—&/+S (2.46)
x—§"0x—§) M(x—§)
+82<SU|:W—2JT3~W:|+612¢) as x— &.

‘We now return to the outer expansion.
Outer region O(¢'): At this order, the problem is given by

Au,; =0, xeQ\{&}; (2.47a)
Vu, -n=0, X €09, (2.47b)
u, — 0, x— &. (2.47¢)

The unique solution of (2.47) is u; =0.
Outer region O(¢?): At this order, we have that

Au, =0, xe Q\ {&}; (2.48a)
Vu, -n=0, X € 08; (2.48b)
—_ & — —
Mz’\’SU [M_znaﬂﬂx—f)}_’_dh_’_ s X_)E' (248(:)
Ix — & x — &
To express the solution of (2.48) in terms of the Green’s function, we first notice by direct calculation
that
x—§
Ve log Ix—§|=—|x_§|2, (2.492)
1 (X_E)TQ(X_E) Q11 Q12
—_T A3 —E) == > = . 2.49b
5 race(QV; log |x — &) T Q On 01 (2.49b)
The solution of (2.48) can then be written as
15(X) = Sv [nTrace(Qvgc(x [£)) —4n’a- MV,G(x ; g)] + X0, (2.50)

where y, is a constant to be determined. In the formulation (2.50), the derivatives with respect to the
source location y = (yy, y,) are

Vg _ |:a$1:| Vz _ |:852151 852152:|
= s f = .
a‘;’z 852251 852252
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This in particular leads to the identity

Trace(QV;G(x;¥)) = Q11(G,,,, — Gy,y,) + 201Gy, . (2.51)
To complete the matching, we evaluate (2.50) as x — &. Since a= V,R(§ ;&)= V:R(§ ; &), we
calculate
—_— T —_— —_—
Ur ~ X» + SV [% —2r7a- /\(L(X—ﬂf) + nTrace(QVyzR(E ;6)) —4n’a- Ma] , x—&.

Matching with (2.48c), we have that
32 = —Sv (nTrace(QVyzR(‘;' ;§)) —4m’a- Ma) + da,.
In the case particular to the elliptical trap, we apply (2.38b) so that M = —a*Z + Q. In addition, we

apply the value of d,, given in (2.45), together with the symmetry relationship V2R(& ; &) = V;R(E ; 8),
and Sv = |Q2|/27 from (2.32) to further reduce x, to

2 b2
Yy = —Su<2nTrace(Qv§R(§ . £)) +4n%a?(al’ — 4n’a - Qa) +4 Jgr
2 bZ
- _|Q|(Trace(Qv§R(§ L£)) + 2ma’(al’ — 27a - Qa) +4 JSF . (2.52)

In summary, the solution of (1.1) admits the expansion u = ll—)[uo + &2u, + - - - ] where the terms are

Q
i §) = —121[Gox: &)~ RE: )]+ 1 (2.5%)
u(x; €)= |Q|[%Trace(QV§2G(X ; E)) —2ma- MV,G(x; E)] + X2, (2.53b)

where x, is the constant given in (2.52).

2.4. Calculation of the global MFPT
In this section, we calculate the GMFPT defined as

1 1

T=—— udx= —— Uy + €°u, dx.
12\ Qel Jaog DIQ\ Qe Jaog

The challenge as before is to determine the correct expansion accurate to (O(g2) by accounting for con-
tributions from the inner expansion. We first decompose the region of integration Q2 \ Qg: = (2 \ Bs) U
(Bs \ Q¢) for the disk B; = {x € R? | |x — &| < 8} and then apply the limit § — 0. This analysis is valid
in the regime ¢ < § < 1 and results in a final answer independent of §. The integral becomes

/ udx:/ udx—i—/ udx.
Q\Qg Bs\Qg Q\B;
—— N ——’

I I

The integral I, is evaluated by first transforming to the coordinate y = ¢~ (x — &) /¢ followed by y =

az + B/z to find that
2 pla=g
11282/ Udy=— ( Uy + &U, +&*U,+---)|J|dz. (2.54)
yeR2\ A D zj=1 —— S~ =
lyl<8/€ Lo I Iz
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From equation (2.24), we have that Uy(z) = Sv log |z| so that for z = re®,

8

21 4 2 r= 2
o 2 o
1o = Sve? logr|a® — i cos 20 + L rdrd =27 Sve? logr | o’r + F dr
0=0 Jr=1 g r? rt r

r=1
2 2 1+21 =g~ S 8
= ZnSvsz[az(r— log r — r_) - ﬂ2(+—()gr>] il PYE log— — 8 + &%+ B |.

2 4 4r? r=1 2 s
(2.55)
In the final calculation of (2.55), the O(s*) terms have been ignored. Following on to the term
I,,, we apply from (2.37) that U, = —27Sva - e v, where v,.(z) = (z — z/|z|?). This leads to I}, =

3 (=€ 17| Jldz = 0. The contribution from L, = O(*).

|z|=1

The contribution from the outer region is now

2

1
I :/ udx=— Uy dx +8— U, dx. (2.56)
Q\B; \B;

Q\Bs
I I

The first term is calculated with uy = —27SvG(x; &) + 1, with 7o = S(1 4+ 27 vR(€ ; §)) to determine

120:/ Modxzfuodx_/ Modx
Q\B;s Q Bs

=|Q|ro—/ [Svlog|x—§|+S]dX—2nSvf (R(x;&)—R(;8))dx

1
— |97 — Svm?z( log § — 5) _ S8 + O, (2.57)

Following on to the second term in (2.56), we calculate that

122:/ MQdX:fude_/ude.
Q\Bs Q By

From (2.48b), the contributions of the second term have vanishing average, hence

/ Uy dx = jT(Szdzc,

Bj

where d,. is defined in equation (2.43). Combining (2.55) and (2.57), we have that

s
f o + 1, dx = |70 + gz(ﬂ(a2 + B+ / " dx) O,
2\ 2 Q

2 2

_ |Q|r0+82|9|(a +X2+/Q %Trace(QVEZG(X;&)) (2.58)
—27a- MV,G(x; §)dx> +O@E).
Applying the identity (2.51), we note that the integral terms in (2.58) vanish since
/ (Gs5, — Geye,)dx =0, f G, dx =0, / G dx =0, / G, dx=0. (2.59)
Q Q Q Q

Hence, we obtain the final expression that incorporates the local and global contributions to the GMFPT,

a+ b
8

/ u0+82u2dX:|Q|To+82|Q|( +x2). (2.60)
@\Qg
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Recalling the value of x, given in (2.52), equation (2.58) then reduces to

2 2 2
a :b —|Q|<Trace(QV§R(§;&))—i—n(a—;b) |a|2—2n’a-Qa>>.

(2.61)

/ M0+82u2dX=|Q|To+82|Q| (
2\Qg

Finally, using |2\ Q¢| = || — w&’ab, we have that
1 1 wab
= Uy + &°u dX=—|:1+82—:|/ uo + &%u, dx
DIQ\ Qe Joo, ~  DIQ| Q] Jowe

1w €& (mab a+ b
= — —_ —‘[0—|——
D D \Q 4

(a+b)y
2

SToY (Trace(gng(g LE)) + 7 |af* — 27a- Qa)) . (2.62)

3. Results

In this section, we demonstrate the validity of the expansion and investigate how trap orientation modu-
lates the GMFPT. In terms of minimizing the GMFPT, we remark that trap location is felt in the leading
order through the term R(& ; €). Hence, when considering the role of orientation, we primarily focus on
the correction terms u,(X) and 7,. A globally optimizing configuration of the GMFPT would first locate
the trap at the critical points of 7, followed by choosing the orientation that optimizes t,.

Example 3.1. Convergence in the disk geometry with a single elliptical trap.

In this case where the enclosing geometry €2 is the unit disk, we have exact formula for the Green’s
function, and we can obtain the necessary derivatives. From the equations (A.73), we calculate that

o L2 P sprs gy L EQF L e-EP, .
a_ng(g,g)_2n1_|E|2g, Trace(QVER(i;',g))_n(l_mz)z, a-Qa= 4712(1_'8'2)25 Q8:
o1 el o)=L Crog 1 — e+ 18— 3
Sy = 5o =5 ro—zﬂv[l—}—vaR(g,E)]—z[U log (1 — |&]°) + || 4]-
(3.63)
Applying (3.63) to (2.62) together with |Q2| =7 and D = 1 yields the GMFPT
B , @+b  (a+by <2—|§|2)2 , 2-(2—|&P)
T=T1+¢ |:abro+ 2 3 T & d—jer7 £ 0k
) @ +b  (a+by <2—|s|2>2 ,, D2 Q- JEP) [§ & | |cos2¢
T+e |:a 0+ — s 1 ger 8+ 4 2(1—|¢E|2)2 26,6 | |sin2¢
(3.64)

In Figure 2, we show agreement between finite element solutions of (1.1) and the asymptotic result
(3.64). The common variables in this validation are the disk geometry, the trap centre § = (0.3, 0.4) and
the semi-axes dimensions (a, b) = (3, 1). In Figures 2a—Figures 2b, we show agreement of the correction
terms u, = (u(x) — uy(x))/* at the point x = (— 0.2, —0.4) and 7, = (t — 1y)/&” as the trap orientation
¢ varies with ¢ =0.03 fixed. A schematic of the domain is shown in Figure 3a.

To directly confirm the convergence of the asymptotic expansion, we calculate a sequence of relative
errors
Zappmx(g) — Zirue

Ealzl = , (3.65)

erue
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(a) 0.0 (b) 4.2

1.0+

= up)/e”

u

w0 »  Numerical »  Numerical
— Asymptotics Asymptotics
7.0 . . 3.2 2
i 7/3 /3 T il /3 2 /3 ™
@ @
Variation in uz(x) = e 2(u(x) — up(x)) with ¢. Variation in 72 = £~ 2(1 — 7p) with ¢.

(©, 0,

—e— Error {Leading order) —e—Error (Leading order)
{ —e— Error (Correction) —a— Error (Correction)
108 . . 107 n
0.02 0.04 0.06 0.08 0.1 0.120.14 0.02 0.04 0.06 0.08 0.1 0.120.14
Convergence of u(x). Convergence of 7.

Figure 2. Convergence of the asymptotic approximation (1.4) in the disk case with a trap centred
at § =(0.3,0.4). Panel (a): Agreement between the solution correction u,(X) = &~ >(u(X) — uy(x)) for
X =(—0.2, —0.4). Panel (b): The GMFPT correction 1, = £ 2(t — 1) from numerical and asymptotic
approximations for ¢ = 0.03 as orientation ¢ varies. Panels (¢ — d): Convergence as € — 0 of the rel-
ative errors between numerical and asymptotic approximations (leading and correction) of u(x) for
x=(—0.2,-0.4) (c¢), and t with fixed ¢ = /6 (d). Straight lines are of slope 2 (blue) and 4 (red)
indicating convergence rates. Domain schematic shown in Figure 3a.

at a range of ¢ values. In (3.65) the true value is calculated from finite element simulations of (1.1)
and the approximate values come from taking one or two terms in the expansion (1.4a). In Figures 2c—
Figures 2d, we show that the rate of convergence in & as ¢ — 0" is in agreement with the principal
result (1.4), and in particular, the two term approximation (3.64) of the GMFPT has error O(&*).

Example 3.2. Optimization of trap orientation for the GMFPT in the unit disk domain.

To study the optimizing trap orientations, we set & = re” in (3.64) which reduces the GMFPT to

22 by 2 _ 2
T~17+¢&° abro+a RN Che s )rz( 4

2 a —b?
i g 1—r2) + () cos 20— ¢) |.

(3.66)
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MFPT wu(x) with elliptical trap at £ = (0.3, 0.4). Orientations that minimize the GMFPT correction 3.

Figure 3. Minimization of the GMFPT correction in the disk with a single elliptical trap. Panel (a):
Domain with a single elliptical trap at & = (0.3, 0.4), axes e(a, b) = £(3, 1) and orientation ¢ = 7 /6. The
highlighted point (black dot) is x = (— 0.2, —0.4). Panel (b): The function g(r) and the critical radius
r=r,. Forr <r, the GMFPT correction is minimized when the ellipse has major axis pointed towards
the centre of the disk.

The function g(r) has the following (see Figure 3b) simple properties,

grn—07, as r—0"; g(r)— +oo, as r—17; gro)=0, r.= 242,

and hence we can conclude that the correction 7, of the GMFPT is minimized when the semi-major axis
of the trap is aligned in the radial direction, i.e. ¢ = 6, provided g(r) < 0 or (2 — r*)* > 2. The GMFPT
minimizing configuration is therefore

0,re(,r),
- ro=12—~2%0.7654. (3.67)
¢ O+ 3, re(.,l)

In Figure 3b, we plot the function g(r) together with corresponding trap orientations that minimize the
GMFPT. We also remark that the trap centre, which minimizes the leading order term t, in GMFPT is
& =(0,0). For a trap centred at this location, there is no contribution (g(0) = 0) to the GMFPT from the
trap orientation as expected by symmetry considerations.

Example 3.3. The MFPT from the origin to an elliptical trap in a disk.

In this example, we calculate the MFPT for a particle in the disk domain initially at x =0 to arrive
at an elliptical trap centred at & = re®. From the main result (1.4c), we have the correction term

1
(s §) =192 5 Trace( QV;G(x: §) — 21 ViRE 1£)- MV:G(x:§)] + 0,

which describes the role that trap orientation plays in the capture rate. In Appendix A.1, we calculate
the relevant terms to be

Trace(QVG(0; §)) = 188 (3.68a)
T &
) e L 2—JEP (a+by
VgR(E,E)-MVsG(O,E)——@ T [E-QE— ) I‘s'l]- (3.68b)
‘We then have that
2 2 2 _ 2 2_ 12 4
=20 et Cor) e b oo g, (3.68¢)

8 8 (1—ry 8 r(1-r)
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é
Figure 4. The effects of trap orientation on the MFPT staring at the centre of a disk. The correc-
tion u, = £*(u — uy) from (3.68c) with a single trap of extent ¢ = 0.01, semi-major axes (a,b) = (3, 1)
centred at & = (r, 0). Curves shown for orientations ¢ = /2 and ¢ = 0.

Favourable agreement between this result and numerical simulations is shown in Figure 4. We conclude
that u,(0) is minimised by orientating the trap in the radial direction (6 = ¢) for 2r* — 1 <0or0 <r <
273 ~0.8409. For 2-# < r < 1, u(0) is minimised by orientating the semi-major axis of the trap parallel
to the boundary.

Example 3.4. Here we consider a general domain Q2 with a single elliptical trap centred at x =&
of semi-major and semi-minor axes ea and eb, respectively, and orientation ¢ with respect to the
horizontal.

The GMFPT (2.61) reduces to the form

wab a+ b a+b) a’ —b? cos 2¢
r:to+€2|: T+ . 2)(R§I~I—R2)+|Q| p-|: . (3.69)

Q| 4 2 4 sin 2¢
The vector p is given as

p= |:R§|§| - Ré‘zé‘z - 27T(R§] - Rgz):| . |:R§|§'1 - R§2$2:| - |:R§] - R§2i| (3 70)
2R5152 - 47TR$1R§2 2R5152 2R51R¥2

For some regular domains such as ellipses and rectangles, the function R(x ; ) is available in the form of
rapidly convergent series (see Appendices A.2 and A.3). The necessary derivatives Rg ¢, , Re,z,, Re s, Re,
and R;, in (3.70) can then be calculated by finite differences. We remark that if the trap centre is chosen
to optimize 7o, then we have R, =R, =0 and so

b 2 4 b 2_p* | Ry, — R cos 2¢
T =1+ & ﬂiro+a + +|Q|a— &£ b | ' . (371
1] 4 4 2R: ¢, - sin 2¢

In Figure 5 and Figure 6, we plot vector fields of the orientation vector p for the example of rect-
angular and elliptical domains, respectively. In each case, we form the necessary derivatives of R(x ; &)
by combining the rapidly convergent series stated in Appendix A together with centred finite difference
approximations for the first and second derivatives. As the disk domain deforms into an ellipse, the bifur-
cation of the minimizing orientation noted in Figure 3 is smoothed out. However, a generic observation
remains that for traps centred close to a smooth boundary, 7, is minimized by orienting the semi-major
axis of the trap parallel to 9€2.

In the case of the rectangular domain [0, L] x [0, d], we observe similar discontinuous structures
that deform from the square case (L = d) as the rectangle elongates (L > d). Curiously, the minimizing
orientation of 7, at the corners is observed to be when the semi-major axis is aligned into the corners.
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Figure 5. Minimisation of t, for a single elliptical trap placed in the rectangular domain
Q=[0,L] x [0,d]ford=1and L=1(a), L=1.01,(b)L=1.02,(c)L=1.04,(d)L=1.1, () L=1.5.
The directional arrow indicates the direction on which the semi-major axis should be aligned to minimize
Ty, the higher-order GMFPT correction term.
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Figure 6. Minimization of 1, for circular (a) and elliptical domains (b — c) at various locations. The
directional arrow indicates the direction along which the semi-major axis should be aligned so that the
correction term to the GMFPT is minimized. In panel (a), the dashed blue line is the disk of radius

r. =v2 — /220.7654 where the optimal orientation flips.

Example 3.5. The limit of an infinitely thin ellipse to a slit.

In this example, we consider the GMFPT in the limit as b — O as the elliptical trap tends towards a
thin slit. The formula for the GMFPT is uniformly valid in this limit and we find from (3.69) that

2 2
. _ , | a ma|| )
e e T Y

a*|Q cos 2¢
4 sin 2¢

(3.72)
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Figure 7. The effects of trap orientation and ellipticity on the high-order correction to the GMFPT
in the limit as b— 0. The correction T,=¢ *(t — 1y) to the GMFPT for a rectangular domain
Q =10, 1] x [0, 0.8] with a single trap of extent ¢ = 0.2, semi-major axis a = 1 centred at € =[0.3,0.4]
and varying semi-minor axis b. Curves shown for orientations ¢ = m /2 and ¢ = /6, which coincide
for circular traps (b =1).

In the case of a rectangular domain, we use this formula to explore the effect of trap orientation on
the GMFPT. In Figure 7, we display t, for a trap with extent ¢ = 0.2, centred at & = [0.3, 0.4] inside the
rectangular domain 2 = [0, 1] x [0, 0.8]. The two curves plotted are for trap orientations ¢ = {7 /2, 7w /6}
and for a = 1 and varying 0 < b < 1. As expected, we see no effects of orientation when a =b =1 and
smooth behaviour as b — 0.

4. Discussion

In this work, we have developed a high-order matched asymptotic expansion for the MFPT of a Brownian
walker to a small trap, enclosed in a two dimensional domain 2. The high-order correction term
describes the effect that the orientation of the trap has on the capture rate. We investigated the role
that trap orientation has on the MFPT and the GMFPT, observing a sensitive dependence on the cen-
tring point of the trap in the domain. In the specific case where the enclosing domain is a disk, we found
a bifurcation where the correction to the GMFPT is minimized by orientating the semi-major axis of
the trap in the radial direction when the centring point satisfies 0 < |£| < v/2 — +/2 and is minimized
by orientating in the angular direction when v'2 — /2 < |&| < 1 (Figure 3). The discontinuous nature
of this transition appears to be related to the symmetries of the domain, and similar effects are noted
in rectangular domains (Figure 5). In domains with smooth boundaries, such as ellipses, we observe
that the discontinuity in the vector field of optimal directions is smoothed out (Figure 6). However, we
observe that the GMFPT correction is generally minimized when the semi-major axis of the trap is
aligned parallel to the boundary.

Our exposition of the role of trap orientation has focused on the case of an elliptical trap. This simple
geometry allowed for explicit calculation of several key quantities, in particular the logarithmic capaci-
tance d,, the quadrupole matrix Q and the moment polarization tensor M. The determination of these
key quantities was facilitated by a complex variable approach that utilized the known mapping between
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the disk and ellipses to solve three variations of Laplace problems (Appendix B). However, our Principal
Result (1.4) is valid for any trap geometry that features two lines of symmetry, for example those with
rectangular or dumbbell shape. We hypothesize that the correction term derived in (1.4) would vanish
for trap geometries with additional lines of symmetries, such as equilateral triangles or square. In such
cases, further corrections would be necessary to describe the effects of orientation. To apply the present
results to these geometries, it would be necessary to calculate the three previously mentioned key quanti-
ties, either by a suitable complex transformation [24] or numerical method [2]. A similar set of obstacles
would arise in extending this analysis to the case of a Robin boundary condition d,u + ku = 0 on each
trap. It is likely the relevant inner problems can be more easily solved by an application of the elliptical
coordinate system.

In future work, we aim to derive the MFPT in the presence of multiple absorbing elliptical bodies.
This will involve generalizing the outer solution to a superposition of Green’s functions as performed in
[24] followed by matching of gradient and Hessian terms to local problems [32]. This situation is relevant
in the consideration of fly muscle cells, which contain multiple well spaced nuclei of elliptical shape
and correlated orientations [45]. This work shows the steps required to derive higher-order corrections
in a variety of narrow capture problems.
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Appendix A. Neumann Green’s functions for disks, rectangles and ellipses

Here we state some known expressions for the Neumann Green’s function (1.5) for the disk, ellipse and
rectangle domains.

Al

Neumann Green’s function for a disk

In the case of the disk domain Q = {x = (x;,x,) | x2 + x5 < 1} and source & = (&, &), we have [24] that

G=

-1 1 (1 1 3
[ log |x — &+ R(x:§);  R(x:§) = o [5 log (1 + |x[*§]* — 2x - &) — E(IEI2 +Ix1*) + Z} .
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We calculate gradients Vy = (0, 0y,), Vi = (0g,, 0s,) as

—1 x—§ 1 EPx— &
= — V.R; V.R=— -x|, A.T3
O ke 2n[1+|x|2|£|2—2x-£ X (A.732)
1 x—§& -1 x|’ —x
ViG=——">-+ V,R; ViR = — —&. A.73b
O g T =3 [ TRREE 2§ (A730)
As x — &, we have
1 1 [2— &P
R = log (1 — — &>+ ViR(E:E) = — )
(&:8)= [Og( E1%) — &7 + } «R(§:8) o [l—l‘s‘lz §
The second derivatives for the Hessian are
PR _ —LTIXP(L+XPIEP = 2% §) = 20xPg—x) ] PR _ 1 (X6 —x)(xPe —x)
9g” 27 | (1+[x]*[&]> —2x - §)? T0506  w (1+Ix]PIEP—2x-£)?
(A.73¢)
PR _ L TIEPA+ IPIER —2x-6) —208Py —§° ] _9R__ 1 (§Fx —&)(EP — &)
ax? 2w | (1+[x]*[&]> —2x - §)? Tooxdx,  w (14 [xPIEPP—2x-E2
(A.73d)
The terms (Rg¢, — Rs,s,) and Ry, as X — & are then
’R 9’R 1 d’R 1
lim (8 —2> E-& . lim =— élézz . (A.73€)
e\ 087 0§ 7 (1—|EPy ¢ 06,06 (1 — &)

A.2. Neumann Green’s function for a rectangle

The Green’s function for a rectangle 2 =[0, L] x [0, d] is known [11, 25] in the form of a rapidly
convergent series. For X = (x;, x,) and § = (£, &,), we have

1<
R(x:§) = o Z log(I1 —q"z4 + 111 = ¢"z4 11 = ¢"z- 4|11 = q" &4 11— q" ¢4 N1 —¢"C 1|11 —¢"¢__])

n=0

1 l—z_| LTI , 1
1 | z,|+3[__max(x1 51)+x1+$1}_ Zlogll—qz _]. (A74a)

T R 3 L
where
2
Zep=eEEl =l u= 4= e, (A.74b)
Fre=—lx+&|+ixn &), rop ==l — &l +ilxn +86), (A.74¢)
Prx = lxy + & | +ilx, £ &) — 2L, P-x = lxy — & | +i(x, £ &) — 2L. (A.74d)

The self-interaction term R(x;x) is given by

B
R(x:x) = —— D log (11— q'S, 11— q'2 11— q'2 11— q'¢0 11— q'¢) 11— q'¢° 11— q"¢°_])
n=0

L1 x £ 1 T 1
(L R 1 | <_>__ log (1 — ¢"). A5
+d<3 L+L2) o E\a 271;0’”( L A7
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where

— —. i 0 — 0 _ L
e e 0 i (A.75b)

Lt -+

{2,4. = eu(}q *LHXz)’ §E+ = eu(*LJriJQ)’ é-i_ = eM(X]*L)7 CE_ = e*#L. (A.75C)

A.3. Neumann Green’s function for an ellipse

A rapidly convergent series for the solution of (1.5) in the elliptical domain Q = {x = (x;, x,) | (x,/a)* +
(x2/b)* < 1} was derived in [21]. For completeness, we restate the final result here. The first step is to
introduce the transformation,

=f cosh & cos 1, X, =f sinh & sin 7, f=~a®—b?, (A.76a)

which maps x = (x;, x,) € Q to the rectangle 0 <& <§, and 0 <n <2m where a=f cosh&, and b=
f sinh &, so that

b1 —b
=Va =P, g=tanh ~=—>logy. y=<z+b>. (A.76b)

For a pair (x,, x,), the corresponding (&, ) satisfy

g:— §= ’ M_x1+x2

1 — 1t — S+ 42
210g<1—2s+sVs2—s>, s 2l;z+fy =x+x —f

For n, =sin"' (,/p), the value of 7 is given by

N, forx; >0, x,>0
T — 1Ny, forx; <0, x,>0 _ /12 L 4F22

n= ] ’ , where p= nt M2+ fy. (A.76¢)
T+ 1y, forx; <0, x, <0 2f

27 —1n,, forx; >0, x,<0

For points x = (x;, x,) and y = (y;, y»), the Green’s function G(x;y) for x # y is given by

1
G(xzy) = —(IXI + 1y - (@ +b*)— —10 Yy — ;- max (§,&)
49| 16|Q| BY = o
——Zlog(HH—y z,) (A.77)
where |Q2| = wab. The complex constants zy, . . . , zg are defined in terms of (&, 1), (&, o) and &, by
7= e—\$—50\+i('7—770), = 6\5—50\—45};-*-1'('7—'70)’ = e(é+§o)—25h+i(n—ﬂo)’
= e(é+50)*25b+i(n*?70), 725 = e(§+50)*4§b+i(n+n0)’ 6= e*(5+50)+i(n+?70),
2 = eIttt o o026+l

The point (x,,x,) is mapped to (£, n) while the source point (y,,y,) is mapped to (£, 1,) by the
transformation (A.76). The quantity R(y:y) is given by

§o

2
P 3 ey 2)+—10g(a+b)——+—10g(005h & — cos” 17o)

29 16|Q|

1 00 1 o0 8
—— ) log(l—y")—— > 1 1—y>2).
2”;og( ¥ 2N;og<l"2[| yzj|)

R(y;y) =

https://doi.org/10.1017/5095679252510020X Published online by Cambridge University Press


https://doi.org/10.1017/S095679252510020X

European Journal of Mathematics 23

Here the constants Z}’ forj=2,...,8are
0 2 0 —2. 0 2 0 2 2&)+2i
A=y f=ye® L=yt L=ylevm,
. . ) a—>b
0 —2&0+2. 0 2. 0 2.
L=e o mo’ Z7_yen70’ ZS_Vemo’ y_a b

Appendix B. Inner problems for the exterior of the ellipse

We solve a variety of Laplace equations posed in the exterior of the elliptical domain A= {y=
(1, ¥2) | ¥1/a* +y3/b* < 1}. In each case, we make use of the complex transformation

y=az+ E, (B.78)
Z

which maps the unit disk to the ellipse .A with semi-major and semi-minor axes a and b, respectively,
with the semi-major axis aligned on the horizontal axis. On the unit disk z = ¢, we have that

y=ae’ +Be™ =(a+ B)cosd +i(a — B)sind =acosh + ibsin 6.
The mapping parameters « and 8 are then
a+b a—>b
= , = ) B.79
2 B 5 (B.79)

The Laplace equations to be considered will be solved exterior to the unit disk then mapped to the ellipse
by the inverse transformation of (B.78). The large argument behaviour of the inverse transform of (B.78)
is calculated as follows for |y| > 1

Yy B_y_ By ZM[IﬂT(IO

o« y o B - Oy ™ |- . (B8O
T y a |yP |z| a |y|4y 0_1>Y+ (lyl )} ly| = oo. (B.80)

o

B.1. The order O(e°) problem
The leading order inner problem is given by

(B.81a)
Ao =0, yeR?\ A; Vo =0, yedA;
d. o)
vo. = log |y| — logd. + IyIZ + y|y|4y s |yl — o0 (B.81b)

In classic potential theory, the logarithmic term is the monopole, d is the dipole vector and Q is the
quadrupole matrix. Our goal is to obtain the solution of (B.81) and identify the logarithmic capacitance
d. and quadrupole matrix Q. In the scenario of the unit disk (a =b = 1), the unique solution is log |z|.
For the problem (B.81), we apply the mapping (B.80) to obtain the far-field behaviour

af 1 0 _
vo(y) = log |z ~log |y| —loga — Wyr <O _1) y +OUyl™). (B.82)
Hence in comparing (B.81b) with (B.82) and applying (B.79), we establish that
a+b ~ 10 a—b (1 0
d. =log — d=0, Q=—up <O —1)__T <0 _1). (B.83)

The vanishing dipole vector d = 0 is consistent with the two lines of symmetry of the elliptical domain.
Extending this analogy, domains with four lines of symmetries (e.g. square) would have a vanishing
quadrupole matrix requiring an even higher order of expansion.
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B.2. The order O(e") problem

The first-order inner problem is vector valued and given by

AV =0, yeR\ A vie=0, yedA; (B.84a)
M
V16=y+T|2]+~-~ ly| = oo. (B.84b)

For the case of the unit disk, we have that v,, =z — z/|z|*. Hence, for the elliptical domain under the
transformation (B.80), we have that

My ~ a 0
vlc(y)zavld(y)=y+|y?+-~- ly| — o003 M=—«a o ) (B.85)

B.3. The order O(¢?) problem

In this subsection, we derive the solution of the higher-order correction problem

Ayvy = —1, yeR*\ A; V=0, yecoA; (B.86a)
Y L gyt Iyl g—|Pr Pr (B.86b)
Voye = ——— y y L y — 00, = . .
4 BIZ _Bll

where Trace(3) = 0. The general solution takes the form v, = —i ly|*> + vy, where the homogeneous

solution satisfies
2
AyVZh = O, y € R2 \ ./4, Vop = %, y € aA, (B87a)
v~y By 4+ |y| — oo. (B.87b)

As with previous solutions of inner problems, we solve the corresponding problem on the disk and use
the complex transformation (B.78) to map the solution to .A. Recalling that when z = ¢”, we have |y|* =
(a® + B%) + 2aB cos 26. Hence, the homogeneous solution is expressed in terms of the disk solution in
complex form as

Vop=a, + I{e[b|z2 + bzz_z] + Im[C1Z2 + sz_z]. (B88)
On the boundary z = ¢”, we have the conditions
1 1
A—t(w2 + 8+ Eaﬂ cos 260 = a, + (b, + b,) cos 20 + (¢, + ¢,) sin 20,
which yields the conditions
1, ) 1
alzz(a + B, b1+b2=§0‘ﬂ, ¢ +c,=0.

To establish the behaviour as |y| — oo, we consider from (B.80) that

2 2 2
12N<X_é) =y—2—2é+'3—2, as |y| — oo.
a y o a y
The large argument behaviour of v,, given in (B.88) is
b c 1
v~ D Rely?] + SLmly?] + S@? + 87— 221, + Oy ).
o o 4 o
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Now, comparing with (B.87b), we see that
b, =B, ¢, =a*By,.
Hence, we obtain the large argument behaviour of (B.87) to be
va ~y' By + %(oﬁ + 8% — 208 By + +O(ly| ),
and finally establish the large argument behaviour of (B.86) to be
lyl?

1
Ve =—"+ Y By +do +O(yl[), as |yl—>00;  do= Z(Otz + B — 2B By

(B.89)

(B.90a)

(B.91)
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