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Does referring a case to juvenile court or diverting it affect a per­
son's future delinquent/criminal behavior? Labeling theory suggests
that it does, arguing that formal processing by the juvenile justice
system is part of a deviance amplification process that ultimately re­
sults in increased criminal/delinquent activity. But critics point out
that a higher rate of future offending among those referred to court,
often interpreted as evidence supporting the deviance amplification
argument, could be nothing more than a selection artifact. Specifi­
cally, those referred to juvenile court may have more attributes that
are related to future offending than do those who are diverted from
the system. Under this scenario, differences between these groups in
later offending could simply reflect preexisting differences in crimi­
nal propensity. This article discusses approaches for testing the devi­
ance amplification argument against the alternative hypothesis of a
selection artifact.

INTRODUCTION

Labeling theorists (Lemert, 1951; Becker, 1963) contend that
social reactions to initial or primary deviance may restrict one's
ability to maintain a conventional lifestyle. Limitations arise be­
cause being labeled may create barriers to legitimate employment
or lead to social censure from conventional others. This process,
described by Tannenbaum (1938: 19-20) as the "dramatization of
evil," increases the likelihood that the labeled person will become
more involved in and committed to a deviant line of activity than
he or she was before the labeling experience. While considerable
debate exists regarding the specific intervening mechanisms that
lead from being labeled to secondary deviance (see Paternoster
and Iovanni, 1989), a fundamental empirical prediction of labeling
theory is that being sanctioned or negatively labeled will increase
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1110 FUTURE DELINQUENCY

one's involvement in future deviant conduct-a deviance amplifica­
tion effect."

The possibility that more severe sanctioning of youthful of­
fenders may increase their future delinquent activity has been a
rallying point for certain policy approaches in juvenile justice.
Proponents of the labeling perspective have long argued that re­
sponsible social policy regarding the problem of juvenile miscon­
duct should be based on "a refusal to dramatize the evil" (Tannen­
baum, 1938: 20). If attempts by the juvenile justice system to solve
the problem of delinquency/crime appear only to solidify a com­
mitment to additional rule breaking, it is best to do as little as pos­
sible (see Klein, 1986). This "doing best by doing nothing" ideol­
ogy in juvenile justice has been expressed at various times as a
policy of "radical nonintervention" (Schur, 1973), "decarceration"
(Scull, 1977), and "diversion" (Klein, 1975, 1979).

Assessing the deviance amplification hypothesis involves a de­
ceptively simple question: All else being equal, does the degree of
formal processing of juvenile offenders increase their future crimi­
nal activity? While there is no shortage of research on this ques­
tion, there is little agreement regarding what the research shows.
A persistent point of uncertainty in evaluating the empirical evi­
dence involves whether variables that impact future offending are
in fact equal across groups who are handled differently by the ju­
venile justice system (see critiques of labeling theory by Hirschi,
1975; Tittle, 1975; Wellford, 1975).

To frame ideas, consider the following equation:

(1)

where R is a measure of recividism, X, is a vector of variables that
are thought to be associated with recidivism, 81 is a conformable
coefficient vector, T is a dummy variable coded 1 if the individual
is referred to court and 0 if not referred, a is the effect of being
referred to court on future offending, and u 1 contains both a ran­
dom component and unmeasured correlates of recidivism. Our
substantive interest in this model is the sign and magnitude of the
estimate of the coefficient a. Regardless of the functional form of
this equation, if T is uncorrelated with u h a will be a consistent
estimate of the effect of being referred to court on future offend­
ing. Under the hypothesis of deviance amplification this coeffi­
cient should be positive.

1 Deterrence theorists are equally concerned with the importance of so­
cial reactions to delinquent behavior. However, those working from a deter­
rence perspective predict that punishment will reduce the sanctioned person's
involvement in subsequent delinquency-a specific deterrent effect. Because
our focus here is on whether previous evidence supporting the secondary devi­
ance component of labeling theory may be the result of a selection artifact, we
will not pursue the specific deterrence argument.
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But a positive and statistically significant estimate of a can
arise for two very distinct reasons. First, referral to court could
cause an increase in future offending-a deviance amplification ef­
fect. Second, a statistically significant positive coefficient could
emerge because of a positive correlation between the variable Indi­
cating whether one is referred to court and the disturbance term
in the recidivism equation-a selection artifact. In this second case
the dummy variable for referral acts as a proxy for correlates of
recidivism that are not included as independent variables in the re­
cidivism equation. The important point is that if the variable indi­
cating whether one is referred to juvenile court is correlated with
the disturbance term in equation (1), the estimated effect of being
referred to court on future offending will be biased and inconsis­
tent.P

Such bias is potentially widespread in the empirical literature.
For example, early research in this area often took the form of
simple comparisons of the extent of recidivism between groups of
persons who were handled differently by the juvenile justice sys­
tem (see Wilkens, 1969, and Lipton et al., 1975, for a review of this
research). But it soon became apparent that comparing differences
in measures of future offending across groups who received differ­
ent court dispositions was an inadequate test of whether more se­
vere juvenile court interventions had any effect on subsequent de­
linquent behavior. The basic problem is that assignment to
treatment groups (diversion vs. referred to juvenile court, for ex­
ample) is the result of a nonrandom process in which high-risk
youth are more likely to receive more severe dispositions. Thus,

2 To see this bias in the case of an ordinary least squares regression equa­
tion, let recidivism be a function only of whether one is referred to court or
not.

R = aT + U1.

The least squares solution is a is:

Substituting the equation for recidivism into this equation yields

so that the expected value for a is

If the covariance between the variable measuring whether one is referred to
court (T) and the disturbance term (u 1) is not zero, the second term on the
right-hand side of the las;t equation is not equal to zero and thus the estimated
value of a is not equal to its true value. Note also that if the covariance be­
tween T and u 1 is positive, a > a.
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those individuals assigned more severe sanctions would be more
likely to commit new offenses whether or not any relationship ex­
isted between juvenile court dispositions and future offending. It
is not surprising that research in this tradition often found that
the more severe the sanction, the greater the likelihood of future
offending-a finding often interpreted as showing support for la­
beling theory.

Recognizing these potential problems, researchers sought
other approaches to assess the effects of juvenile justice interven­
tions on future criminal activity. One strategy was to use a match­
ing design. As an example of this approach, Gold and Williams
(1969) examined the effect of police contacts on the subsequent be­
havior of apprehended youths and a control group matched on sex,
race, age, prior offenses, and recency of last offense. They re­
ported that in twenty of thirty-five matched pairs the apprehended
youth committed more subsequent offenses (a deviance amplifica­
tion effect), in ten pairs the apprehended youth committed fewer
offenses (a specific deterrent effect), and in five pairs there was no
difference. Testifying to the difficulty of matching groups based
on several criteria, however, Gold and Williams were only able to
match thirty-five of seventy-four youths in their study who had
been apprehended.

One way overcome the difficulty of adequate matching in as­
suring the comparability of treatment groups is to use random as­
signment of subjects into these groups. In theory, and in large
samples, random assignment of subjects can ensure that different
treatment groups will be comparable in terms of extraneous vari­
ables which may be related to the dependent variable under inves­
tigation-subsequent involvement in delinquency. Note that in re­
lation to equation (1), random assignment to referral or diverted
status would imply that T is uncorrelated with U b and thus the es­
timate of a will be a consistent estimate of the true impact of be­
ing referred to court on future offending.

Unfortunately, it is not always possible to randomly assign
subjects to control and experimental conditions, and there are rel­
atively few published reports of randomized experiments on the
relationship between juvenile justice interventions and future de­
linquency (see the review by Farrington, 1983). In addition, there
is often a considerable difference between the design of a random­
ized experiment and the resulting implementation of the experi­
ment (cf. Empey and Erickson, 1972; Sherman and Berk, 1984).

If matching techniques control for too few relevant variables
and randomization strategies are either impractical or fall short in
practice, an alternative strategy used in much recent research is to
obtain statistical control over extraneous variables by using mul­
tivariate statistical models. In this approach, the effects of juvenile
justice processing on future criminal activity are estimated while
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other variables that are hypothesized to influence future offending
are controlled for.

Some recent examples of research within this tradition are re­
ported by Horwitz and Wasserman (1979), Rausch (1983), Shannon
(1980, 1988), and Wooldredge (1988). Horwitz and Wasserman, for
example, examine the relationship between severity of juvenile
court disposition and the number of subsequent arrests and report
that the severity of juvenile court disposition has a marginal label­
ing effect, leading to a greater number of subsequent arrests.
Shannon's research, also based on bivariate and multivariate mod­
els, shows that more severe juvenile court sanctions are signifi­
cantly associated with an increase in individual's future criminal
activity. On the other hand, Wooldredge finds mixed results in his
study of the relationship between severity of juvenile court dispo­
sitions and future offending.

But while these studies do control for some correlates of fu­
ture offending when estimating the association between juvenile
court sanctions and subsequent delinquency, they may overlook
others. Thus, the estimated association between juvenile court sta­
tus and future delinquency could still be capturing the influence of
other variables not included in the analysis but nonetheless corre­
lated with both referral status and criminal propensity. Later in
this article we discuss several approaches to this issue that use in­
formation about the nonrandom nature of referral decisions when
estimating the effect of referral to court on future offending. We
also show that failure to consider this information can have
profound consequences for the conclusions drawn regarding the
relationship between sanctions and future offending.

DATA AND VARIABLES

Data used in this analysis are a subset of cases referredin 1979
to the juvenile justice intake division of the Florida Department of
Health and Rehabilitative Services (HRS). Since all juvenile com­
plaints in Florida are processed through the intake division of
HRS, the data set contains information on initial decisions to refer
youth for formal processing or to handle cases in a variety of infor­
mal or nonjudicial ways (see Bishop and Frazier, 1988).

Case data were collected from the central planning and re­
search division of HRS for thirty-one counties in the state. Within
each county a random sample of about two hundred cases was se­
lected from all cases referred to juvenile justice intake during
1979. In counties where fewer than two hundred cases were re­
ferred, all cases were selected for analysis (see Tittle and Curran,
1988). The number of cases by county range from 82 for Madison
County to 214 for Dade County and totaled 5,669 for the entire
sample. The following analysis restricts itself to only black and
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Table 1. Means of Variables Used in Analysis

Variable
Referred to Court Not Referred

(N=1,544) (N=1,636)

Independent variables

No. of charges
Black youth (l=black, O=white)
Male youth (l=male, O=female)
No. of priors
Age
Currently under supervision"
In School"
Lives with biological parents"
Lives in single parent household"
FelonyB
Natural log of intake caseload
No. alternative/diversion programs
Natural log of county crime rate per 100,000

Percentage of county population in urban
areas

Outcome measures based on cases with at least
one year offollow-up data
(N=2,716)

Any subsequent referral to intake"
No. of subsequent referrals to intake'"

1.22
0.31
0.84
1.94

15.06
0.15
0.76
0.35
0.38
0.58
5.30
8.03
8.63

60.65%

0.36
1.07

1.03
0.22
0.76
0.66

14.40
0.05
0.83
0.45
0.31
0.21
5.35
9.28
8.66

61.47%

0.23
0.54

81 = yes, 0 = no.
b For the pooled sample the mean number of subsequent referrals is .77 with a
standard deviation of 2.0.

white youth referred to HRS for felonies or misdemeanors. This
reduces the sample to 3,180 cases."

Table 1 lists the variables used in this analysis. Means of the
independent variables are presented separately for the samples of
referred and diverted cases. The independent variables include in­
dividual and case attributes as well as a few measures of county or
jurisdictional characteristics. The sample is 80 percent male and
27 percent black and has an average age of 14.7 years. Other indi­
vidual level variables in the data include number of charges in the
current referral, number of prior referrals, and a series of dummy
variables indicating whether the youth is currently under juvenile
court supervision, in school, and whether the current referral is
for a felony or misdemeanor. Two additional dummy variables
identify whether the child resides with both biological parents or
lives in a single-parent household. The reference category for
these two variables is such other family arrangements as one bio­
logical and one step-parent.

In addition to these individual variables, aggregate data are
available to measure the caseload of each intake unit (defined as

3 In Florida HRS processes all juvenile complaints, including those not
involving any criminal behavior by the youth such as dependency and neglect
cases, truancy, and runaways. These cases, as well as such traffic infractions
such as Dl.Il and driving without a license, are excluded from the current anal­
ysis.
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the number of cases referred to each intake office in 1979 divided
by the number of intake officers) and the number of alternative
diversion programs available to intake officers when deciding
whether to refer a case for formal court processing. Additionally,
we include information on county crime rates per 100,000 popula­
tion and the degree of urbanization for each of the thirty-one
counties."

Two indicators are used to measure future criminal activity.
One is a binary measure of whether a youth has any subsequent
referrals to juvenile justice intake for a felony or misdemeanor of­
fense. However, as Farrington (1987) and others have argued,
whether a youth commits an additional offense or not is only one
measure of the impact of juvenile justice intervention. Thus, the
following analysis will also examine the number of referrals to ju­
venile justice intake for felonies and misdemeanors during the fol­
low-up period.

Since cases were sampled from those brought to the intake di­
vision during 1979 and because the data on subsequent referrals
were collected by county from November 1980 until March 1981,
persons are in the follow-up period for different amounts of time.
To address this heterogeneity in exposure risk, we include a varia­
ble measuring the number of months from the time of the instant
referral until the date on which data on subsequent referrals were
collected. On average youths were in the follow-up period for 19.9
months." All else being equal, we expect the probability of any
subsequent criminal behavior and the frequency of such behavior
to increase with the length of the follow-up period.

Finally, it is worth noting that our data are closely related to
the data Bishop and Frazier (1988) used in their analysis of racial
disparity in juvenile justice processing. Their data contain 54,266
felony and misdemeanor cases referred to juvenile justice intake in
Florida from 1979 to 1981. They report (1988: 250) that for this
time period 49.4 percent of youth referred to intake for misde­
meanors or felonies are recommended for formal processing. For
our much smaller sample of 3,180 cases from 1979 the comparable
figure is 49 percent. There are other similarities between the two
data sets in the demographics of the samples. In their data 28 per­
cent of youth referred to intake are black, 78 percent are male,
with an average age of 15 years. The comparable figures for the
data used here are 27 percent black, 80 percent male, with an aver­
age age of 14.7 years. Thus, while the data used here contain only
a small percentage of the cases processed by HRS in 1979, they ap-

4 The data on crime rates and the percentage of persons residing in urban
areas are from 1979 county census data. See Tittle and Curran (1988) for addi­
tional details.

5 If a youth turned 18 before the end of the data collection period, his/her
time in the follow-up period is the number of months from the instant referral
until his/her 18th birthday.
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pear representative of the larger population of youths referred to
juvenile justice intake in Florida in 1979.

MODELS AND FINDINGS

We first report results from a series of equations for future of­
fending that do not use information about the process by which
cases are selected for referral to juvenile court. These results are
compatible with equation (1) discussed above. In these models a
dummy variable indicating whether intake recommends referral to
court is included as an independent variable along with several
other variables that are thought to be related to recidivism. Re­
sults from four equations are reported in Table 2. The first col­
umn lists results from a probit model in which the dependent vari­
able is coded as 1 if the youth has any future referrals for a felony
or misdemeanor and 0 otherwise. The dependent variable for the
remaining three models-ordinary least squares, tobit, and nega­
tive binomial regression-is the actual number of subsequent re­
ferrals to juvenile court."

Results of these models show that black, male, and older
youth have higher recidivism rates. Subsequent offending is also
greater for persons with more prior offenses and for those with
more charges against them in the instant offense. Recidivism also
varies directly with the crime rate of the county in which the indi­
vidual resides and with the length of time in the follow-up period.
But most central to our concern is the finding that while control­
ling for these and several other variables, those recommended by
intake for formal juvenile court processing are significantly more
delinquent during the follow-up period." This finding is consistent
whether future criminality is measured as a yes/no variable or ex­
amined in terms of the number of future referrals.

Such results have often been interpreted as showing support
for the labeling position that formal processing by the juvenile jus­
tice system leads to increased future criminal conduct (Horwitz
and Wasserman, 1979; Meade, 1974; Shannon, 1988; Thornberry,
1971). But this inference depends on the validity of the assump­
tion that the dummy variable indicating whether one is referred to

6 Since about 70 percent of persons have no future referrals to intake
during the follow-up period, the linearity assumption of OLS is problematic.
Thus, we estimate two additional models for future offending. The tobit
model is a censored regression model and is discussed in Amemiya (1985). The
negative binomial regression model is appropriate when the dependent varia­
ble is a count of event such as future offenses. We estimate the version of this
model discussed in Cameron and Trivedi (1986) as NEGBIN II. This model is
an extension of the Poisson regression model and is appropriate when the
mean of the dependent variable is not equal to its variance. In these data the
mean number of future referrals is .77 with a variance of 4.0.

7 In our analysis of future offending, to ensure that each person in the
sample was followed for at least one year after the instant offense, we ex­
cluded those who were 17 years of age or older. This left us with a sample of
2,716.
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juvenile court is independent of the residual term in the equation
for future offending. We think that in most empirical research on
this topic, this inference is problematic.

Suppose, for example, that a youth's future criminal involve­
ment is associated with some variables that are not measured in
the data-say, parental or sibling criminality. Further assume that
intake officers are sometimes aware of the criminal histories of
other family members and that this knowledge increases the
chances that intake will recommend referral to juvenile court.
Under this or a number of other plausible scenarios, the treatment
status of individuals (referred or diverted) is related to unmea­
sured characteristics (parental or sibling criminality) that in turn
influence the dependent variable of interest (future offending).
Thus, the variable measuring whether a case is referred to juvenile
court is potentially confounded with unmeasured variables that in­
fluence future offending.

Viewed from this perspective, bias in estimating the effect of
referral to court on future offending results from common omitted
variables that influence both the probability of being referred to
court and likelihood of future offending. One way to compensate
for such bias is to utilize information about the process by which
cases are selected for referral to juvenile court. Let this process be
represented by the equation

(2)

where T is a dummy variable coded as 1 if the person is referred to
court and 0 otherwise, X 2 is a vector of measured variables that in­
fluence the probability of referral, 82 is a coefficient vector, and u 2

contains both a random component and unmeasured variables as­
sociated with the probability of being referred to court.

Introducing an equation for the process by which persons are
selected for referral to court makes explicit the fact that referral
status itself is an endogenous variable, potentially influenced by
both observed (X2) and unmeasured (u 2) variables. Estimating
equation (2) provides additional information that can be used to
correct for the bias in estimating the effect of referral to court on
future offending that arises from common omitted variables in the
referral and recidivism equations. One way to use this additional
information involves estimating the equation for referral and re­
cidivism simultaneously and allowing the disturbance terms be­
tween these equation to correlate. A second approach involves us­
ing the predicted values from the referral equation as an
instrumental variable in the recidivism equation. A third approach
involves estimating the residuals from the referral equation, condi­
tional on the independent variables in that equation and whether
the person is in fact referred to court or diverted. These condi-
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Table 3. Probit Models of Intake Recommendation for Formal Processing

0.952

-1,788.57

72.0%
.476

Independent Variable

No. of charges
Black
Male
No. of priors
Age
Under supervision
In school
Felony
Biological parents
Single parent
County crime rate
Urbanization
Intake caseload
Alternative programs
County 1
County 2
County 3
County 4
County 5
County 6
County 7

Constant

LogL

Percentage correct
RIOC

.5258

.261

.093

.070

.073

.480
-.110

.956
-.045

.185
-.242

.006
-.265
-.011

(7.62)b
( 4.59)
( 1.53)
( 6.51)
( 6.26)
( 5.08)

( -1.75)
(18.69)

( -0.73)
( 2.89)

( -3.26)
( 4.07)

( -3.97)
( -3.95)

II

0.584 (8.17)
0.235 (3.99)
0.119 (1.88)
0.075 (6.31)
0.062 (5.07)
0.516 (5.23)

-0.182 (-2.80)
1.000 (18.69)

- 0.042 (-0.64)
0.147 (2.21)

- 0.395 (-4.17)
0.011 (6.73)

-0.571 (-6.75)
-0.018 (-6.18)

1.550 (8.40)
0.897 (4.44)
1.289 (7.47)
1.384 (4.66)

-0.901 (-4.28)
0.845 (5.62)

-1.097 (-4.38)

3.695

-1647.04

74.6%
.534

8 Maximum likelihood probit coefficient.
b Asymptotic t-ratio.

tional residuals are then entered as an independent variable in the
recidivism equation.

A Model for the Decision to Refer a Case to Juvenile Court

Since the cornerstone of each of these approaches is a model
for the process by which cases are selected for referral to juvenile
court, we estimate a series of probit equations for the intake of­
ficers' decisions to recommend referral to juvenile court. Results
from two equations are presented in Table 3.

The first equation reported in Table 3 (I) shows that decisions
to recommend formal processing are related to attributes of indi­
vidual cases as well as characteristics of counties and intake of­
fices. The probability that intake will recommend referral to juve­
nile court varies directly with the gravity of the offense (felony or
misdemeanor), the number of prior offenses, and whether the
youth is currently under court supervision. In addition, black and
older youth as well as those living in single-parent households are
significantly more likely to be referred to court. Intake recom­
mendations for formal processing also vary with the size of intake
caseloads and the number of alternative treatment programs in
the jurisdiction. Larger caseloads and more alternative programs
decrease the probability that a case will be recommended for refer-
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ral to juvenile court. Finally, referral decisions vary with two
county characteristics. Cases brought to intake in more urban
counties are more likely to be referred to court, while those in
higher crime rate counties are less likely to be referred to court."

Since our data are drawn from thirty-one countries, the
county in which a case is processed may have an independent ef­
fect on the probability that intake will recommend referral to ju­
venile court. To assess this possibility, we examined the propor­
tion of between-county variance in the residuals from equation I in
Table 3. Using an analysis of variance model, we found that 12.4
percent of the variance in these residuals was between counties.
This procedure also identified seven counties in which the ob­
served proportion of referrals differed significantly from the pro­
portion that would be expected based on the results on the first
equation in this table. Thus, we estimated the equation again ad­
ding seven dummy variables to represent these counties. These re­
sults are shown as equation II in Table 3.

These results show that the probability of being referred to ju­
venile court can vary significantly from one county to the next. In
five of these counties, for example, youth brought to intake are
significantly more likely to be referred to juvenile court, while in
two others they are much less likely to be referred to court. More­
over, these differences are independent of the other fourteen vari­
ables in the equation. Adding these seven county dummy variables
also improves the fit of the model. The likelihood of equation 3.11
is significantly larger than for the equation that does not include
these seven variables, and the percentage of variance in the residu­
als from this equation that lies between counties is reduced from
12.4 to 2.3. Moreover, this model correctly classifies 74.6 percent of
cases with respect to these decisions and reduces classification er­
rors relative to predictions based on chance (RIOC) by 53.4 percent
(see Loeber and Dishion 1983).

This model not only offers a better statistical fit to the data; in
addition, the specification of equation 3.11 is more congenial with
the realities of juvenile justice decisionmaking. It is likely that in­
take offices develop a set of decision rules that shape their deci­
sionmaking and that some intake offices will see referral to juve­
nile court as a solution while others may see it as part of the
problem (Cicourel, 1968; Emerson, 1969). Put simply, the collec­
tive beliefs of juvenile intake offices may vary from one intake of­
fice to the next regarding the utility of referring cases for formal
court processing (Cohen and Kluegel, 1978; Cohen, 1975; Bailey
and Peterson, 1981). While we do not know why these differences

8 Because more urban counties tend to have higher crime rates, we esti­
mated this equation deleting the crime-rate variable. When the crime-rate va­
riable is removed, the coefficient on urbanization remains positive and signifi­
cant. Moreover, when urbanization is removed from the model, the coefficient
on the crime-rate variable remains negative and significant.
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emerge, it is clear from these data that such differences exist and
should be included when modeling the process by which cases are
selected for referral to juvenile court. Thus, equation II in Table 3
is used to represent the process by which cases are selected for re­
ferral to juvenile court.

A Bivariate Probit Model

One way to utilize information from the process by which per­
sons are selected for referral to court involves simultaneously esti­
mating two probit equations: one for referral and one for recidi­
vism (see Heckman, 1976, 1978; Meng and Schmidt, 1985).9 This
approach loses some information on future offending by creating a
dummy variable for recidivism. If we assume that the disturbance
terms in these two equations are normally distributed and that
their joint distribution is bivariate normal, we can estimate these
two probit equations simultaneously using maximum likelihood
methods.l? Results from the recidivism portion of this model are
presented in the first column of Table 4.

These results are generally consistent with those from the
univariate probit model shown earlier in Table 2. Persons with
more charges in the instant offense and who are black, male, or
older have a significantly higher probability of subsequent offend­
ing. Also, the probability of recidivism is higher for those with
prior records and among those who live in counties with higher
crime rates. But there is also one major difference between the re­
sults from the univariate and bivariate probit models. In the
univariate model, the coefficient for whether intake recommends
formal processing is .148 with a t-ratio of 2.45, which implies that
being referred to juvenile court is positively and significantly asso­
ciated with recidivism. But in the bivariate probit model, whether
intake recommends referral to court is not significantly associated
with recidivism. Moreover, the estimated coefficient for this varia­
ble is negative in sign (- .134).

The difference between these results is consistent with the ar­
gument that a selection artifact operates to create the mistaken
impression that being referred to juvenile court is criminogenic.
Under the hypothesis of a selection artifact, the variable indicating

9 We thank an anonymous reviewer of an earlier version of this manu­
script for suggesting this approach.

10 It should be noted that in the probit model the dependent variable is
an observed realization of a continuous unobserved variable. In the recidivism
equation, for example, this unobserved variable might be called individual
criminal propensity. We only observe whether a person's criminal propensity
is sufficiently great to manifest itself in any criminal behavior. A point to note
is that the disturbance term in the probit model is also assumed to be a contin­
uous variable that is not directly observable. Thus, the assumption of bivariate
normality applies to the joint distribution of unobservable continuous vari­
ables. The same logic can be applied to a model involving the observed
number of future offenses by invoking several thresholds along the latent va­
riable rather than a single threshold as in the probit model.
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whether one is referred to court acts as a proxy for other variables
that correlate with both the probability of being referred to court
and future offending. If the omitted variables in the referral and
recidivism equation are positively correlated as they are in these
data (.185), the estimated effect of being referred to court on fu­
ture offending will be biased upward in favor of the deviance am­
plification hypothesis. The fact that the estimated coefficient on
the referral variable declines from .148 to - .134 when the distur­
bance terms between the referral and recidivism equations are al­
lowed to correlate is consistent with this expectation.

The Instrumental Variable Approach

Another approach to purge the referral variable of its correla­
tion with unmeasured causes of recidivism is to use an instrumen­
tal variable in place of the referral variable in the recidivism equa­
tion. Using the instrumental variable approach does not require
any assumptions about the joint distribution of the disturbance
terms in the referral and recidivism equation (see Heckman and
Robb, 1985). All that is required is information on at least one va­
riable which influences the probability of being referred to juve­
nile court that is also not a predictor of recidivism. An examina­
tion of results from the probit model for whether one is referred
to juvenile court (Table 3) reveals several such variables. Specifi­
cally, the size of the intake office's caseload and the number of al­
ternative diversion programs in the county significantly reduce the
probability that intake will recommend referral to court. These
variables have no obvious theoretical relationship to whether an
individual commits future offenses and are thus useful instrumen­
tal variables. Additionally, whether the instant offense is a felony
or misdemeanor has a strong effect on the probability of referral
to court but no apparent relationship to the number of future of­
fenses. Finally, results from the probit model reveal that the
probability of being referred to court varies with the intake office
which handles the case. We speculated that these effects reflect
the collective attitudes and beliefs of intake officers regarding the
utility of referring a case to juvenile court, and see no compelling
theoretical reason to think that these variables have a direct causal
effect on individual recidivism.

Following arguments in Hausman (1983) and Barnow et al.
(1980), we form an instrumental variable for whether one is re­
ferred to court in the following way. Using the results from the
second probit equation reported in Table 3, we calculate the pre­
dicted probability that an individual will be referred to juvenile
court [p (T= 11 X 2] . Then, we regress the dummy variable indicat­
ing whether one is referred to court on the predicted probability
that they will be referred and all of the independent variables in
the recidivism equation. The predicted values from this regression
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equation are, by construction, independent of the disturbance term
in the recidivism equation and are used as an instrumental varia­
ble for referral when estimating the equations for recidivism.

Results from three instrumental variable models are shown in
Table 4. The results under the third column (NLTSLS, for non­
linear two-stage least squares) use a least squares regression model
for the second-stage recidivism equation.P Results in the fourth
and fifth columns use the instrumental variable described above as
an independent variable in a tobit and negative binomial regres­
sion model for recidivism.

Results from each of these three instrumental variable models
show that referral for the current offense has no significant in­
dependent effect on recidivism, and in each of these models the
point estimate for this effect is negative. This is consistent with
the results from the bivariate probit analysis. Thus, when an in­
strumental variable is used to purge the referral variable of its as­
sociation with unmeasured correlates of recidivism, the apparent
labeling effect reported in Table 2 disappears.

The Model ofBarnow, Cain, and Goldberger

Another approach that utilizes information on how cases are
selected for referral to court when estimating the effect of being
referred to court on future offending is discussed in Barnow et ale
(1980) and Heckman and Robb (1985). This approach is motivated
by the following equation:

R = aT + C* + E, (3)

in which C* represents true individual criminal propensity, and T
is defined again as a dummy variable indicating whether one is re­
ferred to court and R is a measure of recidivism.

If it were possible to measure a person's criminal propensity,
we could estimate equation (3) and obtain an unbiased estimate of
the effect of being referred to juvenile court on future offending.
But in practice, this equation cannot be estimated because true
criminal propensity is an unobserved variable. Instead, research­
ers use variables that are related to true criminal propensity to ap­
proximate the model represented by equation (3). If we reconsider
equation (1):

we see that the term eIX1 is a proxy for true criminal propensity
in equation (3). If true criminal propensity were completely cap­
tured by the independent variables in this equation (XI), then esti-

11 The standard errors of coefficients in the second-stage equation are
corrected using the method outlined in Green (1990).
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mating this model would produce an unbiased estimate of the ef­
fect of being referred to court on future offending. But these
control variables are related to true criminal propensity (C*) by

C* = SIXI + Ug, (4)

where U a contains both a random component and unmeasured cor­
relates of criminal propensity. Thus, in practice, equation (1) be­
comes, by substitution,

(5)

where UI = U a + E. This is just another way of saying that the
disturbance term in the recidivism equation may contain unmea­
sured correlates of criminal propensity. To repeat a central theme
of this article, if any of these omitted correlates of criminal pro­
pensity (such as parental or sibling criminality) are also related to
the selection of cases for referral to juvenile court, then the varia­
ble measuring whether a person is referred to juvenile court (T)
will be correlated with the disturbance term in equation (5).
Under these conditions the estimated coefficient on the variable
identifying whether a case is referred to juvenile court will be
biased. This is essentially an omitted variable bias.

Barnow and his associates (1980) and Heckman (1978) and col­
leagues (Heckman and Robb, 1985; Heckman and Hotz, 1989) dis­
cuss a two-part model that, under certain assumptions, can be used
to correct for this type of selectivity bias in estimating the effect of
being referred to juvenile court on future offending.P The first
step in using this approach is to estimate a probit model for the
process by which cases are selected for referral to court, as was
done in Table 3. The next step is to calculate the expected value
of the residual in this equation for each person in the sample, con­
ditional on that person's scores on the independent variables in the
referral equation (X2) and whether they are referred to juvenile
court or not [i.e., E(U2IX2, T)].13 These conditional residuals pro­
vide information on each youth's score on unmeasured variables

12 A primary assumption in using this approach is that the disturbance
terms in the recidivism and referral equations have a bivariate normal distri­
bution. The papers by Heckman and Robb (1985) and Heckman and Hotz
(1989) are published with discussions that focus on assumptions in these mod­
els, and interested readers may find these exchanges of value. We believe that
a critical point in using these models is that there is no one generic cure for
selectivity bias and that applications of these models must make substantive
sense in the context of specific applications. For that reason we will discuss
why we believe this model is appropriate in the context of estimating the ef­
fect of being referred to juvenile court on future offending.

13 These conditional residuals are calculated as follows (see Barnow et al.,
1980: 54; Heckman, 1978: 938). Let thepredicted value for each case in the
probit equation for referral to court be T. If the c~e is referred to court (i.e.,
T=1) then the E(U2IX2, T=1) is equal to <f>(T)I<I>(T), where <f> and <I> represent
respectively the standard normal density and distribution functions. If the
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that influence referral decisions. To clarify this, consider two hy­
pothetical cases whose predicted scores from the referral equation
are .7, and -.7. Since these are predicted values in a probit equa­
tion, higher values are associated with a higher predicted
probability that the case will be referred to juvenile court (for
these two scores the corresponding probabilities of being referred
to juvenile court are .76, and .24, respectively). What can we infer
about these cases if both are referred to juvenile court despite
their very different predicted probabilities of being referred?

It is important to note that the predicted probability of
whether intake will recommend referral to juvenile is based on
variables that are available in the data set. But referral decisions
may also be influenced by variables, such as parental criminality,
that are not contained in the data set and thus cannot be included
in the referral equation. It seems reasonable that, 'over a large
number of cases, those whose predicted probability of being re­
ferred to court is only .24 but who are in fact referred to court
have more of these unmeasured variables that increase the
probability of referral than persons whose predicted probability of
being referred to court is .76. Thus, among cases referred to juve­
nile court, those with lower predicted probabilities of being re­
ferred will have larger (i.e., more positive) residuals. Specifically,
the E(U2IX2, T=1) equals 1.29 for the case whose predicted
probability of being referred to court is .24. For the case whose
predicted probability of being referred to court is .76, the E(U2IX2,
T = 1) equals .41. Thus, individuals with larger conditional ex­
pected values of the residuals from the probit (selection) equation
will, on average, rank higher on unmeasured variables that in­
crease the probability of being referred to juvenile court.P'

In sum, values of the conditional residuals from the selection
equation are intended to capture the heterogeneity among persons
in the sample on unmeasured variables that influence the
probability of being referred to juvenile court. This heterogeneity,
by itself, will not bias the estimate of the effect of being referred
to juvenile court on future offending. But bias will exist if some of
the unmeasured variables that influence referral decisions are also
correlated with recidivism.

case is qot referred to juvenile court (i.e., T=O) then E(U2IX2, T=O) is equal
to -~(T)I[1 - <I>(T)].

14 The same result holds if we consider cases not referred to juvenile
court (i.e., T=O). For example, the E(U2IX2, T=O) is equal to -1.29 for the
case whose predicted probability of being referred to court is .76. For the per­
son whose predicted probability of being referred to court is .24, the E(U2IX2,
T=O) is equal to -.441. The smaller of these two values (-1.29) corresponds
to the case that had a higher predicted probability of being referred to court
but was in fact not referred to court. Thus, this case probably had fewer un­
measured variables that would increase the probability of being referred to
court. Hence, among cases not referred to court, larger residual values corre­
spond to cases that rank higher on unmeasured variables associated with more
severe intake recommendations.
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Thus, the second part of this model involves estimating an
equation for future offending which includes the conditional
residuals from the referral equation as an independent variable.
The equation for recidivism now becomes:

(5)

where 023 is the estimated covariance between the disturbance
terms in the referral and recidivism equations and e is a random
error component.P A test of the null hypothesis of no selectivity
bias is a test of whether 023 is equal to zero. Estimating equation 5
provides a direct test of this and produces a consistent estimate of
the effect of being referred to juvenile court on future offending
(see Heckman, 1978).16

Results from estimating this model are shown in Table 4 in
the second column. Two points are worth noting. First, the esti­
mated covariance between the disturbance terms in the referral
and recidivism equations is positive (.327) and significant (t =
2.08), which is consistent with the position that unmeasured vari­
ables which increase the probability of being referred to court are
significantly associated with a greater likelihood of committing fu­
ture offenses. Second, when this potential source of bias is taken
into account, the estimated effect of intake's recommendation for
formal processing on future offending is not significant and is also
negative in sign (- .327). This finding is consistent with results
from the bivariate probit and instrumental variable models and
suggests that, in these data, evidence supporting the deviance am­
plification thesis is artifactual.

15 An area of some concern and controversy involves the identification of
the parameter 0'23. If all of the variables in the referral equation are also in­
cluded as independent variables in the recidivism equation, the parameters in
the recidivism equation are only identified by the assumption that the joint
distribution of the disturbance terms in the referral and recidivism equation
error terms is bivariate normal. This is weak identification and rests on an as­
sumption that is not readily testable. A recent discussion of preliminary work
on estimators that are more robust to violations of distributional assumptions
in selection models can be found in Duncan (1983, 1986). In the current appli­
cation, the parameters in the recidivism equation are identified by exclusion
restrictions; variables in the referral equation that are not in the recidivism
equation. This form of identification is stronger to the degree that the exclu­
sion restrictions are valid (see Olsen, 1980, and Heckman and Robb, 1985, for
additional discussion on this point). As we noted earlier, there are variables
that influence the probability of being referred to court that have no obvious
theoretical relationship to recidivism.

16 While the parameter estimates from equation (5) are consistent, they
may be biased in small samples. Some simulation evidence of this is provided
by Stoltzenberg and Relles (1990) when the second-stage regression model is
based on samples of fifty cases. But since the bias and variance of a consistent
estimator decreases as the sample size increases, our sample size of 2,716 cases
is worth noting. Additionally, the estimated standard errors for applying OLS
to equation (5) are incorrect and are adjusted using the method discussed by
Green (1981).
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SUMMARY AND DISCUSSION

We have examined the claim that more formal processing by
juvenile justice agencies is part of a deviance amplification process
that increases future criminal activity. We have outlined an alter­
native argument suggesting that the positive association between
being referred to court and future offending arises because of a se­
lection artifact. This alternative hypothesis reflects the realities of
the process by which persons are selected for further court
processing and the limitations inherent in nonexperimental data.
When youth are brought to juvenile intake, the staff of these agen­
cies makes distinctions between high- and low-risk youth. To
some extent these are subjective judgments based on a set of deci­
sions rules formed from experience. Moreover, intake officers are
more likely to refer higher-risk youth to juvenile court. The result
is that the sample of persons referred to court will contain more
high-risk youth who possess a greater likelihood of future delin­
quent activity. Since we may never be able to fully measure the
factors on which youth are selected for referral to juvenile court,
there will be heterogeneity between the samples of referred and
diverted cases on factors used by intake officers to make referral
decisions.

Selectivity bias arise if this heterogeneity is also related to
youths' future offending. If intake officers are able to differentiate
high-risk from low-risk youth with some degree of accuracy, deci­
sions to refer cases to juvenile court will be positively correlated
with unmeasured variables that also increase future offending.
Under this scenario, the variable measuring whether a case is re­
ferred to court is confounded with unmeasured variables that are
themselves causes of future criminal activity. To the extent such
confounding exists, models that ignore this type of selection bias
will overestimate the true effect of being referred to court on fu­
ture offending.

Consistent with this expectation, results from a variety of
models which assume that selection bias does not exist (Table 2)
show that referral to court has a significant positive effect on re­
cidivism. But further analyses which recognize the potential het­
erogeneity in risk factors between referred and diverted cases (Ta­
ble 4) reveal that this apparent labeling effect of court referral can
instead be attributed to a selection artifact.

Where does this leave us? We think the results reported here
raise issues which future tests of deviance amplification should
confront. One of these is that serious consideration be given to the
possibility that a selection artifact may be responsible for the asso­
ciation between sanctions and future offending in previous analy­
ses of nonexperimental data. Increased attention to this possibility
is necessary to make strong inferences about the effects of sanc­
tions on future behavior. In examining whether formal processing
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by the juvenile justice system increases future offending, the most
appropriate null hypothesis is that juvenile justice processing has
no causal effect on future offending. This does not mean that we
believe this hypothesis is true. It does mean that the burden of
proof rests with those who claim that a causal effect exists. Such
claims are strengthened to the degree that rival explanations, such
as selection bias, can be ruled out. The literature testing the devi­
ance amplification hypothesis has been deficient on this point. We
hope that results reported here stimulate future empirical work to
correct this weakness.

We also hope that increased attention to possible selection bias
in empirical tests of the deviance amplification hypothesis will
lead to more conclusive evidence regarding the effects of sanctions
on future criminal activity. Progress in this area requires more
careful consideration of the assumptions underlying empirical
tests. Each of the models we estimated to correct for selectivity
bias invoke different assumptions which are either not testable or
are matters for theory to resolve. Some of these models depend on
distributional assumptions, others on the validity of specific exclu­
sion restrictions. While we think that the specific exclusion re­
strictions used in the models we estimated make theoretical sense,
these exclusion restrictions can never be proven to be true. Thus,
results from our analyses remain subject to some degree of uncer­
tainty. And while the results from alternative models to correct
for selection bias are quite consistent in showing that referral to
court does not lead to increased future offending, additional repli­
cations are essential to enhance confidence in this conclusion.

But it cannot be overlooked that models that ignore possible
selectivity bias also make strong assumptions. The most critical of
these is the assumption that there are no common unmeasured or
omitted variables that influence both the probability of referral
and the likelihood of future offending. We think our results cast
considerable doubt on the validity of this assumption. Moreover,
maintaining this assumption when it is not true can lead to sub­
stantial bias in the estimated effect of being referred to court on
future offending.

In sum, determining whether the positive association between
formal processing and future delinquent activity is the result of de­
viance amplification or a selection artifact is important for both
theoretical reasons and from a public policy perspective. This arti­
cle has focused on some issues in testing these alternative positions
and finds no empirical support for the deviance amplification hy­
pothesis. We hope that increased attention to the issues we have
discussed and additional research will being us closer to resolving
ongoing debates in theory and public policy regarding the effect of
sanctions on future offending.
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