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Abstract
Morphological re-inflection generation is one of the most challenging tasks in the natural language pro-
cessing (NLP) domain, especially with morphologically rich, low-resource languages like Arabic. In this
research, we investigate the ability of transformer-based models in the singular-to-plural Arabic noun
conversion task. We start with pretraining a Character-BERT model on a masked language modeling task
using 1,134,950 Arabic words and then adopting the fusion technique to transfer the knowledge gained
by the pretrained model to a full encoder–decoder transformer model, in one of the proposed settings.
The second proposed setting directly fuses the output Character-BERT embeddings into the decoder. We
then analyze and compare the performance of the two architectures and provide an interpretability sec-
tion in which we track the features of attention with respect to the model. We perform the interpretation
on both the macro and micro levels, providing some individual examples. Moreover, we provide a thor-
ough error analysis showing the strengths and weaknesses of the proposed framework. To the best of our
knowledge, this is the first effort in the Arabic NLP domain that adopts the development of an end-to-end
fused-transformer deep learning model to address the problem of singular-to-plural conversion.

Keywords: Morphological inflection generation; singular-to-plural conversion; Arabic NLP; fusion transformer;
Character-BERT

1. Introduction
Morphological inflection generation (MIG) is the task of automatically extracting an inflected
form (e.g., stung) from a source lemma (e.g., sting) given some morpho-syntactic illustration for
the source lemma (e.g., verb) and the targeted inflection form (e.g., past). From this general defini-
tion stems a variety of natural language processing (NLP) tasks depending on the types of source
lemma and targeted inflection form like extracting plural form of singular words, gerund form of
verbs, and past tense of verbs.

The process of generating an inflected form can be trivial or nontrivial depending on the
inflected form being regular or irregular (Leminen et al. 2019). Regular inflected forms can be
found by pasting together the source lemma with the suitable suffix or prefix of re-inflection (e.g.,
book + s). Whereas, irregular inflected forms cannot be found by this simple concatenation (e.g.,
woman and women).

Languages could be described as being morphologically rich or poor. In morphologically rich
languages, such as Arabic, the surface form of a word has more inflections (compared to morpho-
logically poor languages) to account for syntactic and semantic properties. Languages could also
be described as being low-resource languages (LRLs) or high-resource languages (HRLs). LRLs
can be described as less computerized or less studied languages (Singh 2008).
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Morphologically rich languages impose challenges on NLP models due to the problem of data
sparsity attributed to source lemmas having multiple inflected forms featured with low frequen-
cies in corpora. This problem is amplified for the case of LRLs leading to most of the NLP research
being limited to only 20 languages (Magueresse, Carles, and Heetderks 2020). A motivation for
developing well-performing MIG models would be to enrich the literature with morphologi-
cal inflection tables to assist models suffering from data sparsity problems. There are various
NLP tasks that could benefit from the virtues of MIG modeling including keyword spotting
(Narasimhan et al. 2014) and machine translation (MT) (Bojar et al. 2017).

First NLP models for MIG were rule-based (Koskenniemi et al. 1983). These models achieve
remarkable results since they are built using well-crafted linguistic rules which take into account
both regular and irregular inflected forms. However, their dependency on linguistic expertise
forms a barrier in the face of their high adoption. Later, machine learning models were employed
for the task of MIG (Dreyer and Eisner 2011) and Nicolai, Cherry, and Kondrak (2015).

Following their success in many NLP tasks, recurrent neural network (RNN)-based sequence-
to-sequence models have replaced machine learning models for morphological inflection trans-
duction. The literature is rich with such models that have achieved impressive results for this task
such as Kann and Schütze (2016) and Schütze et al. (2016). Currently, transformers present them-
selves as state-of-the-art models for most NLP tasks. In their work, Wu et al. (2020) showed that
increasing the batch size of the vanilla transformer was enough to outperform recurrent models
on the tasks of MIG and grapheme-to-phoneme conversion.

Arabic, a morphologically rich and low-resource language, is under-researched from the per-
spective of NLP in general and scarcely researched from the perspective of MIG. Recently,
SIGMORPHONa shared tasks included some Arabic datasets and challenged participants to
develop MIG models for the Arabic language. Motivated by the scarcity of Arabic MIG
research and SIGMORPHON 2022 shared task 0 part 2 (Automatic Morphological Acquisition
Trajectories), we intend to contribute to the Arabic MIG research. This task is inspired by chil-
dren’s unsupervised ability to learn and generalize their morphological knowledge. Subtask 2 of
this challenge urges participants to automatically generate plural forms of Arabic singular forms
given some morpho-syntactic features (human/not human, feminine/masculine). In this study,
we approach this task by pretraining a CBERT on a masked language modeling (MLM) task and
then fusing this model into a full transformer encoder–decoder model. To our knowledge, this
the first effort in Arabic that aims at addressing the singular-to-plural conversion problem via
transformer-based techniques.

It is worth remarking that there are three forms of plural nouns in the Arabic language: mas-
culine, feminine, and irregular. The first two of which are the easier to predict in terms of the
morphological structure as they only need two additional suffixes to the end of the word to convert
the singular form into plural, namely “ ”–“yn” or “ ”–“wn” and “ ”–“At” for the masculine,
and feminine nouns, respectively. However, for the irregular form, the task is more challenging
where internal changes are needed to generate plural forms. These changes are not arbitrary and
are governed by rules. However, these rules are variable and require finding the root of the singu-
lar noun and its pattern so that they can be matched to the suitable pattern of the irregular plural
form. Table 1 shows examples of Arabic plural nouns.

In this work, we investigate the possibility of generating each of these three forms and show
the success of the proposed framework in predicting previously unseen irregular plural inflec-
tions. Systems that translate singular-to-plural have great potential on improving applications
such as MT, text generation and summarization, named entity recognition, language learning and
education, and data augmentation to name a few.

The remaining parts of this paper are organized as follows: in the second section, we review
works related to morphological re-inflection generation in both Arabic and English and we shed
light on their approaches to deal with morphological data sparsity. The third section describes

ahttps://github.com/sigmorphon/2022InflectionST
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Table 1. Examples of the different Arabic re-inflected plural forms

Singular noun Transliteration Meaning Plural noun Transliteration Meaning Type of plural form

“ ” “mElm” Male teacher “ ” “mElmyn” Male teachers Masculine
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ” “mElmp” Female teacher “ ” “mElmAt” Female teachers Feminine
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ” “rf” Shelf “ ” “rfwf” Shelves Irregular

materials and methods used in this work including data, preprocessing steps, model architecture,
and evaluation metrics. Then, the results and performance of our model during training and vali-
dation are presented in the fourth section. The fifth section is a detailed discussion of the model’s
performance that highlights weaknesses and strengths of the model using examples from the vali-
dation and the test datasets. Finally, in the sixth section, we interpret the predictions of the model
using parallel coordinates plots and heat maps based on the saliency maps. The seventh section
concludes this work and discusses possible future work.

2. Related work
From the general definition of morphological re-inflection, as generating an inflected form from
a source lemma given morphological and syntactic properties of both source and target words,
emerges a variety of special cases and branches. The literature is rich with NLP approaches and
models developed to tackle the modeling challenges imposed by such special cases. In this section,
we review some of the existing work on morphological inflection NLP modeling, shedding the
light on the challenges that required the special approach followed by each work.

Low-resource languages impose challenges on NLP models and hinder the high capabilities
of neural language models which rely on the existence of abundant annotated datasets to per-
form satisfactorily (Cotterell et al. 2018). From the perspective of morphological generation, this
problem can be spotted in morphologically rich languages in which a lemma might have various
inflected forms with low frequencies raising the problem of data sparsity (Jin et al. 2020). Existing
work approaches this problem from different angles. One of the proposed solutions for morpho-
logical inflection on low-resource languages is the use of a cross-lingual transfer approach. Kann
et al. (2017) showed that knowledge obtained by training the model to morphologically com-
plete paradigms on HRLs can be transferred to LRLs. Kann et al. (2020) went a step further by
fine-tuning the model trained on HRLs on examples from LRLs.

Unsupervised learning represents a valuable option for developing NLP models when faced
with the problem of annotated data scarcity (Vlachos, 2011). Inspired by children’s unsupervised
ability to absorb morphological knowledge (Berko, 1958), unsupervised learning was employed
by Jin et al. (2020) for morphological completion of paradigms. Exploiting only raw text and lists
of lemmas, they developed a novel and totally unsupervised model to aid in the construction of
inflection tables.

Before the introduction of transformers (Vaswani et al. 2017), RNN-based sequence-to-
sequence models were shown to achieve remarkable results on the task of morphological
re-inflection generation for morphologically rich languages. Faruqui et al. (2015) employed a
simple RNN encoder–decoder model that works on the character level to generate the output
of character sequence inflected form from the input of character sequence root form. Their model
was language-independent and achieved impressive results when compared to previous machine
learning and lexicon-based morphological transducers. However, their model also suffered from
the aforementioned data scarcity problem when tested on some morphologically rich languages.
As an alternative, Aharoni and Goldberg (2016) made use of a hard attention mechanism to over-
come the data high demand problem of soft attention and RNN-based sequence-to-sequence
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models. Exploiting the alignment of characters between inflected forms with the characters of
corresponding root forms, they forced their RNN-based model to only pay attention to the rele-
vant hidden state in input corresponding to the aligned hidden state of the output. Hence, at each
time step, the model learns when to produce an output character and when to advance its atten-
tion to the next character in the input sequence. This controllable attention mechanism helped
them outperform the previous frameworks on small datasets.

The previously mentioned work has drawn researcher’s attention to investigate the virtues of
applying a hard attention mechanism on the task of MIG for LRLs. Wu et al. (2020) emphasized
that the key to obtain high performance from hardmonotonic models is the joint training on hard
monotonic alignment and transduction. Their model outperformed soft attention and hard non-
monotonic attention models on three transduction tasks: grapheme-to-phoneme, morphological
inflection, and named entity transliteration.

When investigating the scarcity of datasets for MIG tasks, one cannot ignore the tremen-
dous efforts made to enrich the literature with annotated datasets, hence enabling supervised
MIG. Data augmentation techniques are widely employed to extend the size of resource-poor
languages’ datasets for transduction tasks such as MT (Liu, Ryan, and Hulden, 2021) and MIG
(Anastasopoulos and Neubig, 2019a).

Back translation is one of the famous data augmentation techniques that have been employed
in MT tasks for LRLs. Recently, Liu and Hulden (2021) applied back translation to enlarge MIG
datasets. However, in their discussion, they concluded that the back translation technique can only
be applied in MIG when the unlabeled dataset is of the same quality as the labeled dataset.

Efforts to enrich morphological inflection datasets are not restricted to data augmentation
techniques. Guriel et al. (2022) argued that the flat annotation scheme presented in the famous
morphological inflection repository UniMorphb produces morphological inflection tables that
are not generalizable to be used with all languages, especially those that feature complex argu-
ment marking. In their work, they employed layered annotation to change the annotation schema
of UniMorph from flat to hierarchical, resulting in an expansion of the number of tables and verb
forms by four and six times, respectively.

Arabic is a perfect example of a rich morphological language with low resources (Mousa et al.
2013). As is the case with most rich morphological languages, Arabic MIG research is severely
undermined by this scarcity of resources. When reviewing advances in Arabic MIG research, a
modest number of researches float on the surface, where most of them are rule-based such as
Attia (2005), Riesa and Yarowsky (2006), Cavalli-Sforza et al. (2000), and Shaalan et al. (2006).
Zollmann et al. (2006) used Buckwalter Arabic Morphological Analyzer (Buckwalter 2004) to find
inflected forms of Arabic words to be used in an Arabic to English speech translation task in an
attempt to fill in the morphological inflection gap between the two languages.

Although literature is rich with work that investigates the computational MIG for languages
other than Arabic, the task of singular to plural transduction is not sufficiently addressed. The
English plural system is highly dominated by regular forms with handful of exceptions to the
regular suffixation process (Marchman, Plunkett, and Goodman 1997). This explains the scarcity
of research addressing the computational acquisition of English nouns’ plurals. This also justi-
fies the reliance on rule-based methodologies that make use of existing linguistic dictionaries to
build computational pluralization models as in Conway (2023). One of the earliest uses of neural
networks for pluralization of English nouns was conducted by Plunkett and Juola (1999). They
used a simple multi-perceptron neural network to model the acquisition of English verbs past
tense and plurals of English nouns. The work reported by Plunkett and Juola (1999) showed
that their model mimics children’s acquisition of morphological knowledge represented by an
initial error-free period followed by an over-regularization period; that is, applying regular suf-
fixes to nouns and verbs that require irregular inflections. The German plural system, on the other

bhttps://unimorph.github.io
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hand, relies on the addition of a regular suffix (/-e/, /-er/, /-en/, /-s/ or /-ø/) to the singular form
which makes the modeling of pluralization process closer to a classification problem. Dankers
et al. (2021) employed a simple unidirectional recurrent encoder–decoder model based on Long-
Short-Term-Memory (LSTM) layers with no attention mechanism, while the research reported by
Beser (2021) compared the performance of a bidirectional LSTM model to a vanilla transformer
model. The performance of both approaches relied immensely on the frequency of each suffix in
a German corpus. Arabic plural system, on the other hand, is more complex as it relies on both
suffixation and alteration to the stem of a word with a large proportion of nouns that require the
later. Rule-based models can perform well on this problem, but they do not mimic the natural
acquisition of morphological knowledge followed by children. This promotes for the application
of the most recent data-driven and high-performing approaches to model the problem of Arabic
pluralization.

Recently, SIGMORPHON shared tasks that included Arabic as one of the languages for the
task of MIG (Kodner and Khalifa 2022). Participants reported their results on the tasks of English
past tense inflection, German plural noun inflection, and Arabic plural nouns inflection. As
anticipated, participants’ models achieved lowest scores on the task of Arabic nouns plural inflec-
tion. Kakolu Ramarao et al. (2022) employed a vanilla transformer architecture that takes as
an input the individual characters of the source lemma, morpho-syntactic tag of the input, and
morpho-syntactic tag of the output. To account of the problem of data sparsity, they use a data hal-
lucination technique based on alignment and replacement steps similar to that of Anastasopoulos
and Neubig (2019b). The alignment step determines ordered sequences of characters that are
shared between the source lemma and the inflected form. The replacement step assures that
when replacing any character, the new character has co-occurred with the preceding character
in the training set. The authors reported their best average accuracy of 55.5% when the num-
ber of hallucinated data is 1000. Elsner and Court (2022) augment each training instance with a
representative exemplar lemma and its output form. Training instances are also augmented with
rule-based features constructed by aligning source lemma with its inflected form and exemplar
lemma with its inflected form. During inference time, the character-level transformer architecture
is also presented with the rule-based features and exemplars to guide its predictions. Instead of
relying on data augmentation, Wehrli et al. (2022) proposed a system based on neural transducer
that employs edit actions to tackle the problem of data sparsity. Their system is an ensemble of
10 character-level LSTM encoder–decoder architectures that differ from each other in the used
dropout probability. Using a Levenshtein distance objective, the model is encouraged to choose
the best edit action at each time step, which will result in the minimum Levenshtein distance
between predicted and the true inflected forms. This enabled their model to achieve the best
result in the competition with an accuracy of 59.6%. As discussed above, all participants rely
on morpho-syntactic information as an input to their models. Moreover, some participants aug-
mented their training data and used rule-based features to improve their model’s predictions. In
this work, morpho-syntactic features, augmented instances, and rule-based features are not con-
sidered. Although such extra information might help the performance of the model, we believe
that our approach better resembles morphological acquisition and generalization of children.

3. Materials andmethods
3.1 Dataset
The pretraining dataset was extracted from the Arabic Wikipedia (test split) corpus which was
used for pretraining AraBERT (Antoun, Baly, and Hajj 2020). The dataset have been cleaned and
split into train and test splits and is available on Kaggle.c We extracted all the unique words and
removed the outlying ones that are composed of more than 16 characters. We ended up with
1,134,950 unique words which were split into train (90%) and validation (10%) subsets.
chttps://www.kaggle.com/datasets/abedkhooli/arabic-bert-corpus/discussion/129597
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The downstream task dataset is provided by the competition organizers.d It is composed of
1000 training singular–plural pairs, whereas the development dataset consists of 343 pairs. In a
later stage of the competition, the organizers released the test set that consists of 600 examples.
These examples are also included in the evaluation stage of this work. It is worth remarking that
additional metadata that classifies the nouns as human/nonhuman and masculine/feminine are
provided in the dataset; however this extra information is not fed into the proposed model which
adds value to this work as the network needs to implicitly infer this knowledge in order to make a
correct prediction.

3.2 Hardware configuration
We use distributed training on eight TPUs v3-8 provided by Kaggle Notebooks to pretrain the
Character-BERT (CBERT) (El Boukkouri et al. 2020) on the MLM task. Training the model
through one epoch takes 15 s. As the downstream task contains a limited amount of data (1000
training samples and 384 validation samples), the fine-tuning task is much less computationally
expensive. Hence, the fine-tuning stage takes place on a single Google Colab Nvidia K80/T4 GPU
and takes around 10 s to finish a full epoch.

3.3 Data preprocessing
First of all, all the punctuation marks and special characters are replaced with the “#” token which
denotes a ”separator”. For the MLM task, each word is treated as a full sequence. We add two“#”
tokens to indicate the start and the end of each sequence, however when masking, these separator
tokens are excluded from the random selection of themasked tokens by setting their probability of
selection to zero. Each sequence is then tokenized on a character-level basis where each character
is given a unique index number. As the length of the Arabic words varies significantly, the number
of masked characters is manually selected. We randomly mask one token for the words that are
in the range of [3, 5] characters, randomly mask two tokens for the words that contain eight
characters, randomly mask three tokens for the words that are in the range of [9, 13] characters,
and randomly mask four tokens for the words that contain more than 13 characters. Finally, three
versions of the dataset are constructed: the original one, the masked one, and the mask vectors.
The latter contains only zeros and ones indicating whether the corresponding positions have been
masked before being fed to the model. This mask vector is essential as the loss function will be
calculated only based on those masked tokens as remarked in the original BERT paper (Devlin
et al. 2019).

Secondly, for the fine-tuning stage, we have two separate datasets: the encoder input and the
decoder input. The diacritics are removed from both parts as they need special handling and are
not usually used in written Arabic. Then, each word is tokenized the sameway as in the pretraining
stage, and the sequences are padded to be equal in length. The chosen maximum length is 11;
however, here for both the encoder and decoder inputs, we add the special character “#” to indicate
the start and end of each sequence. For the labels which are fed only to the loss function, we add
only the “#” token to the end of the sequence since the model is expected to predict the first token
in the first pass of the decoder input where only the start “#” token at the beginning is unmasked
in the decoder input sequence. The decoder inputs, which are the plural form of the nouns, are
one token shifted to the left and masked such that the model is prevented from leaping into future
tokens. Hence, the dataset for the fine-tuning section contains four parts: the pretrained CBERT
inputs (singular nouns) which are the same as the main encoder inputs that is to be fine-tuned, the
decoder inputs which are the plural form of the nouns shifted left, the masks used in the decoder

dhttps://github.com/sigmorphon/2022InflectionST/tree/main/part2
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part to prevent the model from seeing the current and future token embeddings, and the labels
which are the plural forms with an additional “#” token at the end of the sequence.

3.4 Model architecture
This work is inspired by Dong et al. (2022) who aimed at converting the graphemes into
phonemes, that is, predicting the pronunciation of words via their spellings. In our work, we
evaluate two different architectures under three different cases. The first architecture consists of
two main parts: the pretrained CBERT that is pretrained on an MLM task where the masks are
applied on a character-level basis and the CBERT-fused transformer (encoder–decoder) that fuses
the pretrained CBERT output contextualized embeddings into the transformer-based singular-to-
plural model. We hereafter refer to this architecture as “fused”. The second architecture directly
employs the pretrained CBERT as an encoder for the transformer decoder. We hereafter refer to
this architecture as “direct”.

The three different cases under which the two architectures are evaluated can be described
as follows: the first case keeps CBERT and the embeddings frozen and only sets the additional
fine-tuned layers to “trainable” during all the 100 epochs. The second case is identical to the first
case during the first 50 epochs and then sets all the model’s weights including the ones of the
embedding layer to “trainable” for the remaining 50 epochs. The third case is identical to the first
case with an additional weight-decay-based regularization to remedy the noticeable overfitting.

Figure 1 shows the first proposed framework in this study. The fusion process takes place as
follows: after pretraining CBERT, we freeze its weights during the fine-tuning process, in the first
and second cases and set them to trainable during the last 50 of 100 epochs in the second case, as
the dataset provided for this stage is relatively tiny (1000 samples). The singular form of the nouns
is fed to CBERT as tokenized sequences and the contextualized embeddings outputted from the
CBERT are fed as keys and values to both the CBERT-encoder and CBERT-decoder multi-head
attention layers. The encoder part of the transformer-based model, which is used for fine-tuning,
contains twomulti-head attention layers. The first is the CBERT-encoder attention where the keys
and values come from the output of CBERT; meanwhile, the queries are the embeddings of the
encoder of the transformer-based part. The second is the multi-head self-attention mechanism
where all the keys, values, and queries are the token embeddings provided by the embedding layer
of the transformer-based part. These embeddings are the same as the ones obtained during CBERT
pretraining and are frozen during fine-tuning.

The decoder of the transformer-based part contains a CBERT-decoder multi-head attention
layer that is identical in structure to the CBERT-encoder multi-head attention block. However,
it is equipped with additional features. The encoder–decoder attention layer receives the keys
and values from the transformer encoder; meanwhile, the queries are provided by the proceeding
masked multi-head attention layer. Moreover, the inputs to the decoder part are shifted left as
Arabic is written from right to left. This shifting enforces the feeding of the “#” special character
as a first token to the decoder. The decoder is prevented from benefiting from the current and
future tokens by means of masks applied in the multi-head attention layer that sets the values of
the corresponding masked tokens in the softmax attention scores to zeros.

In both the encoder and decoder parts of the fused model, a drop net (Tan and Motani 2020)
is added to average out the output of the two proceeding attention mechanisms. The addition and
layer normalization layers depicted in the figure perform a skip connection process that enables
the model to maintain the signal where the model becomes deeper and more susceptible to the
vanishing gradient problem. The feed-forward network consists of two hidden layers, the first of
which is activated using the Gaussian error linear units (GELUs) (Hendrycks and Gimpel, 2016)
to add nonlinearity that enables the model to extract nonlinear features, and the second is a linear
layer that unifies the output size of the mechanism with the outputs of all other attention blocks
in the framework for the sake of consistency.
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Figure 1. The first proposed framework – fused architecture. The figure shows CBERT (left) which is used to produce the
contextualized token embeddings, the encoder (middle) that receives the inputs from the outputs of CBERT and the singular
form, and the decoder (right) that receives the inputs from the plural form, the CBERT outputs, and the encoder outputs.

The direct architecture shown in Fig. 2 directly employs CBERT as an encoder for the trans-
former model. The architecture is identical in configurations to the fused model, except for the
removal of the separate encoder part, the drop net, and encoder–decoder attention layer.

During the pretraining stage, a batch size per replica of 256 is used, and since a distributed
training on eight TPUs is adopted, the global batch size becomes 2048. Other hyperparameters
and their values are: learning rate of 1e-5, number of heads is eight, embedding size is 256, num-
ber of blocks is four, key, value, and query dimensions are 64, and the buffer size used to shuffle
the training dataset is 1024. The pretraining stage takes place over 100 epochs with 15 s required
to finish training on a single epoch. Adam (Kingma and Ba 2015) optimizer is employed in con-
junction with the categorical cross-entropy, while watching the categorical accuracy when saving
the best model based on the performance on the validation set.

The full fused model is trained with a maximum length of 11, which is the length of the longest
sequence in both the training and validation sets and was later found to be the maximum length
in the test set. However, here either pads “p” or separator “#” tokens or a combination of them
are added to the input sequence based on the part the sequence is being fed into as described in
Section 3.3. All other configurations are the same as the pretraining stage.

3.5 Train-test splits
This work includes two tasks, namely pretraining and fine-tuning. Thus, we have two separate
datasets, and each of them is split into two subsets: training and validation splits. We do not
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Figure 2. The second proposed framework – direct architecture. The figure shows CBERT (left) which is used to produce the
contextualized token embeddings and the decoder (right) that receives the inputs from the plural form embeddings and the
encoder outputs.

use cross-validation in the pretraining stage as we aim at generating a single model to extract
the contextualized embeddings from. Performing K-fold cross-validation would lead to having K
different models, and hence K different embeddings for each token. For the pretraining stage, 90%
of the data was used for training and 10% for validation based on which the best model weights
were saved. For the fine-tuning task, the dataset is already split by the competition organizers
into training and development sets. It is possible to combine the two datasets and perform K-fold
cross-validation which would provide a more accurate evaluation for the model performance;
however, the process would be lengthy and computationally expensive.

3.6 Evaluationmetrics
The categorical accuracy, which represents the top one accuracy, and the top five categorical accu-
racy alongside the categorical cross-entropy, which is used as a loss function to optimize the
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model’s weights, are monitored during training, and the best-performing model based on the
categorical accuracy is used as a final model.

The main metric measure that plausibly represents the model ability to convert a word into
another form is the Levenshtein distance (Levenshtein et al. 1966) which accounts for the min-
imum number of edits required to convert one word into another word, where each deletion,
insertion, or substitution is counted as one edit. A perfect match between the input pair would
result in a zero distance, and the higher the distance is, the worse the performance is.

4. Results
There are three types of Arabic plural forms: sound masculine, sound feminine, and irregular,
with the latter being the harder to predict as they do not usually follow a certain rule. The valida-
tion set consists of 343 singular–plural pairs. Out of these 343 examples, 50 are masculine, 146 are
feminine, and 147 are irregular. For each position in the predicted sequence, the model outputs a
probability distribution over all the possible 41 characters, where the 38 are the Arabic characters
including all variants, and the additional three for the “p”, “#”, and “_” tokens which are respon-
sible for masking in the pretraining task. The character with the highest probability score is used
as a final prediction for the corresponding position. The model is allowed to output a sequence
of length 11. However, we consider the final output sequence until the appearance of the first “#”
token in the predicted sequence starting from the right-most position.

In this paper, experiments have been conducted to decide on whether to fuse CBERT into
the transformer or to replace the transformer’s encoder with CBERT directly. For each of the
previously mentioned schemas, three cases have been considered:

• Case 1: Freezing CBERT during the whole 100 fine-tuning epochs.
• Case 2: Freezing CBERT during the first 50 epochs and then configuring it to be trainable
during the remaining 50 epochs.

• Case 3: Same as the first case with the addition of 1e-4 weight decay in the Adam optimizer.

The results of each schema and case on both the validation and test sets are shown in Table 2.
A setting that results in inferring a higher number of plural inflected forms with zero edits and
a lower number of plural inflected forms with more than two edits is considered the best setting.
Tables 3 and 2 show that this condition is met, both on the validation and test sets, by fusing
CBERT into the transformer and fine-tuning its parameters on the last 50 epochs.

The performance and results of only the best schema will be considered for the remaining parts
of this paper. Figure 3 presents the progress of the model training with regard to the loss value, top
one accuracy, and top five accuracy metrics. It is noticeable that the loss value for the training set
starts with a relatively high value of over 120 and then starts to decrease as the model converges to
the optimized weights; meanwhile, the validation loss is almost maintained at a specific level from
the beginning until the end of the training process. This is actually attributed to the class weights
that are being used in the training set only, where the padding “p” token is given a weight of zero
in order to prevent the model from focusing on this highly frequent token. This class weighting
strategy is not applied to the validation set as the loss function is not used to update weights in
the evaluation stage. However, with the progress of the model, and as the prediction of the “p”
vanishes, the validation loss becomes more representative. The top five accuracy, as shown in
Fig. 3 (lower-right), does not seem to be significantly different from the top one accuracy (lower-
left). This indicates that when the model fails at predicting the exact current position’s character,
its other top four predictions are also likely to be incorrect. It is also worth mentioning that the
accuracy scores are based on all the possible characters including the “p” character which is given
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Table 2. Results of the fused and direct architectures on the test set under the three different cases. The readings are
out of 600 which is the total number of samples in the test set

Fused Direct

Levenshtein distance Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Zero 198 224 224 172 202 120
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One 61 63 63 52 61 46
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two 185 164 164 182 166 204

Total number of pairs inferred with less than three edits 444 451 451 406 429 370

Three 96 101 101 143 118 174
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four 53 41 41 43 44 45
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five 7 7 7 7 9 7
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Six 0 0 0 0 0 2
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Seven 0 0 0 0 0 2

Total number of pairs inferred with more than three edits 156 149 149 193 171 230

Table 3. Results of the fused and direct architectures on the validation set under the three different cases. The readings
are out of 343 which is the total number of samples in the validation set

Fused Direct

Levenshtein distance Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Zero 122 126 94 102 115 80
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One 33 29 25 23 31 20
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two 96 97 104 108 91 118

Total number of pairs inferred with less than three edits 251 252 223 233 237 218

Three 61 63 86 76 73 93
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four 29 27 29 33 33 32
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five 2 1 5 1 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Six 0 0 0 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Seven 0 0 0 0 0 0

Total number of pairs inferred with more than three edits 92 91 120 110 106 125

a weight of zero during loss calculation which, eventually, leads to the scarcity or even absence of
the padding character prediction.

The proposed framework was capable of achieving promising results based on the Levenshtein
distance metric where the predicted plural form of the singular input words achieved scores
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Figure 3. Training progress over 100 epochs. Upper graph shows the decrease in the loss value where only the loss of the
training set is weighted based on the reversed frequencies of the tokens in the training set, giving the padding token aweight
of zero. The loss of the validation set is notweighted andbecomesmore realistic as the training progresses and theprediction
of the padding token diminishes. The lower left and right figures show the increase in the top one accuracy and top five
accuracy metrics, respectively.

ranging between zero and seven minimum edits. Fig. 4 and Table 4 break down the distribution
of the plural forms (feminine, masculine, and irregular) over the corresponding scores.

5. Discussion
In general, the model performs well at generating plural inflected forms with 126 predicted
instances from the validation set and 224 predicted instances from the test set perfectly matching
ground-truth instances. The occasions where the model did not perfectly match the ground-
truth instances are dominated by irregular inflections. This highlights the ability of the model
to generalize and generate plural inflected forms following the regular rules of inflection.

What is of more importance here is to get a deeper insight of the conditions where the model
fails to generate inflected forms perfectly matching the ground-truth instances. Table 5 categorizes
the instances for which the model was supposed to generate irregular inflection forms.

The fact that the model realized that it needs to generate irregular inflected forms and per-
fectly succeeded 30 times and 45 times for examples from validation and test sets, respectively, is
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Table 4. Distribution of the predictions over the Levenshtein distances and the three plural forms for the
best-performing model (fused - Case 2)

Validation set Test set

Levenshtein distance Feminine Masculine Irregular Feminine Masculine Irregular

Zero 80 16 30 160 19 45
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One 10 9 10 29 5 29
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two 34 15 48 35 23 106
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Three 13 7 43 21 11 69
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four 9 2 16 9 4 28
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five 0 1 0 2 2 3

Table 5. Irregular plural form analysis. The readings are represented as (validation
set readings and test set readings)

Levenshtein Number of Number of instances realized Number of

distance instances to be needing irregular inflection failures

Zero (30, 45) (30,45) (0, 0)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One (10, 29) (9,28) (1, 1)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two (48, 106) (20,56) (28, 50)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Three (43, 69) (5,10) (38, 59)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four (16, 28) (1,2) (15, 26)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five (0, 3) (0,0) (0, 3)

Figure 4. Distribution of plural forms over Levenshtein distance scores.
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Table 6. Regular feminine plural form analysis. The readings are represented as (validation set readings and test set
readings)

Levenshtein Number of Number of instances realized Number of instances Number of

distance instances to be needing feminine inflection treated as regular masculine failures

Zero (80,160) (80,160) (0,0) (0,0)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One (10,29) (5,24) (0,0) (5,5)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two (34,35) (4,5) (13,11) (17,19)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Three (13,21) (1,0) (0,2) (12,19)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four (9,9) (0,0) (0,1) (9,8)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five (0,2) (0,0) (0,0) (0,2)

promising. Generating irregular inflection forms for some Arabic words composed of three let-
ters might require the addition of the letter “ ”–“w” after the second letter in some occasions, for
example, “ ”–“qbr: qbwr” and the addition of the letter “ ”–“A” in other occasions, for
example, “ ”–“qfr: qfAr”. Moreover, for some other Arabic words composed of three let-
ters, the irregular plural form is obtained by the addition of the letter “ ”–“>” at the beginning of
the word and the addition of the letter “ ”–“A” after the second letter, for example, “ ”–
“xTr: > xTAr”. These rules are not exchangeable, and hence, applying the wrong rule to a word
results in an inflected form with one or two Levenshtein distances away from the correct inflected
form. It is hard for a model that does not rely on hand-crafted rules to decide which of the afore-
mentioned rules to use. Therefore, it is important to highlight occasions in which the model
realized the need for generating irregular plural form but failed by using an unsuitable rule. In
Table 5, a failure denotes the case when the model produces a completely incomprehensible word
or when the model applies a regular inflection rule instead of an irregular inflection rule. The lat-
ter dominated the failures of the model and is interesting, since children make the same mistake
when learning the generalization of inflection rules.

Table 6 categorizes the instances for which the model was supposed to generate regular fem-
inine inflection forms. As expected, for the case of plural feminine inflection form generation,
the model performed better than the case of irregular inflection generation. There were 80 times
and 160 times where the model perfectly matched the ground-truth instances from the validation
and test sets, respectively. Some ground-truth feminine plural nouns miss a letter which resulted
in predicted feminine plural nouns being one Levenshtein distance away from the ground-truth
feminine plural forms (singular: “ ”–“Twrbyd”, ground truth: “ ”–“TrbydAt”, pre-
dicted: “ ”–“TwrbydAt”). For some words, the model predicted masculine plural forms
instead of feminine plural forms (singular: “ ”–“mslm”, ground truth: “ ”–“mslmAt”,
predicted: “ ”–“mslmyn”) resulting in predicted plurals that are two edits away from the
ground-truth plurals. This is understandable since we did not feed gender instructions to our
model.

Finally, Table 7 categorizes the instances for which the model was supposed to generate regular
masculine inflection forms. Themasculine inflection form has the least number of instances in the
validation and test sets. The model generally performed well with 16 and 19 instances perfectly
predicted from the validation and test sets, respectively.

A crucial aspect when analyzing inflected forms generated with one or more Levenshtein dis-
tances away from their ground-truth inflected forms is to check whether these inflected forms
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Table 7. Regular masculine plural form analysis. The readings are represented as (validation set readings and test set
readings)

Levenshtein Number of Number of instances realized Number of instances Number of

distance instances to be needing masculine inflection treated as regular feminine failures

Zero (16,19) (16,19) (0,0) (0,0)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

One (9,5) (9,3) (0,0) (0,2)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Two (15,23) (2,3) (12,19) (1,1)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Three (7,11) (0,0) (0,1) (7,10)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Four (2,4) (0,0) (0,0) (2,4)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Five (1,2) (0,0) (0,0) (1,2)

are comprehensible by humans and can be corrected mentally or not. Generally, a promising
proportion of generated inflected plurals, that are one or two Levenshtein distances away from
their ground-truth plurals, are comprehensible. These understandable plurals are not necessarily
generated through the application of the correct inflection form or rule. Table 8 provides some
examples of generated plurals, with one or two Levenshtein distances, that are understandable.
For the case of examples with one Levenshtein distance, usually irregular plurals generated bymis-
takenly swapping two irregular inflection rules are mentally understandable. The understandable
proportion of regular inflected plurals generated by following the desired inflection rule with the
addition or deletion of one letter is also promising. For the case of examples with two Levenshtein
distances, the largest proportion of generated plurals that follow a regular inflection rule instead
of an irregular inflection rule are understandable. This is also the case when the model mistakenly
swaps between two irregular inflection rules. In most cases, the model generates regular mascu-
line plurals instead of regular feminine plurals or vice versa, and the generated inflected forms
are also understandable. However, there are also a proportion of incomprehensible generated
plurals that are one or two Levenshtein distances away from their ground-truth plurals as demon-
strated in Table 9. We believe that this problem can be solved by increasing the size of the training
dataset.

6. Interpretability
6.1 Methodology
The work in this section is inspired by the saliency-maps-based interpretation technique first
introduced by Simonyan et al. (2013). In this section, we interpret the results produced by the
proposedmodel via the gradients calculated with respect to the input embedding vectors, showing
the positions where the model was paying attention to the most when generating the characters at
each position. The proposed model is composed of three main parts, namely CBERT, the encoder,
and the decoder, where each of these parts extracts the embeddings for the fed sequence from the
same embedding layer. However, the input sequence to CBERT and the encoder is the singular
form surrounded by the “#” token on both sides; meanwhile, the input sequence to the decoder
is the plural form starting with the “#” token. The sequence length is equal in all of these three
parts and is equal to 11. Each position in the input sequence is represented with a 256-d vector
which is equal to the dimensionality of the gradients generated by differentiating the loss function
with respect to the input embeddings. Hence, the gradients retrieved for each input sequence is a
11×256 array, and since we have three parts in the model, we will retrieve three 11×256 arrays.
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Table 8. Examples of incorrect plurals generated by the model, but they are comprehensible by humans. IR: irregular, RF: regular feminine, RM: regular masculine

Distance Singular Gold plural Predicted plural Ground-truth form Predicted form Proportion

One “ ”–“fahm” “ ”–“> hAm” “ ”–“> fhm” IR IR 27 out of 92
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“vmr” “ ”–“vmAr” “ ”–“vmwr”
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“mEtdy” “ ”–“mEtdyn” “ ”–“mEtdyyn” RM RM
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“mnAw}” “ ”–“mnAw}yn” “ ”–“mnAwýn”
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“<mkAnyp}” “ ”–“<mkAnyA” “ ”–“<mkAnAt” RF RF

Two “ ”–“qrD” “ ”–“qrwD” “ ”–“> qrAD” IR IR 105 out of 261
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“Hjm” “ ”–“> HjAm” “ ”–“Hjwm” IR IR
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“ETlp” “ ”–“ETl” “ ”–“ETlAt” IR RF
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“jnHp” “ ”–“jnH” “ ”–“jnHAt” IR RF
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“mslm” “ ”–“mslmAt” “ ”–“mslmyn” RF RM
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“m&ss” “ ”–“m&ssAt” “ ”–“m&ssyn” RF RM
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“mHtl” “ ”–“mHtlyn” “ ”–“mHtlAt” RM RF
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

“ ”–“mqAwm” “ ”–“mqAwmyn” “ ”–“mqAwmAt” RM RF
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Table 9. Examples of incorrect plurals that are difficult to comprehend by humans

Distance Singular Gold plural Predicted plural Proportion

One (Srby) (Srb) (Srbp) 65 out of 92
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(mn$) (mn$t) (mn$)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(mSAb) (mSAbyn) (mSAbn)

Two (dmyp) (dmY) (dmyAY) 156 out of 261
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(xTAb) (xTAbAt) (xTbAb)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(mqdm) (mqdmyn) (mqdmA)

To reduce the dimensionality of each position gradient so that it is represented as a scalar, we
take the summation of the absolute values of each of these vectors. Ultimately, the vectors under
study will have the same dimensions as the input sequences, that is, we will end up with three 11-d
vectors for each input sample. For each gradient vector, and for a fairer comparison, we normal-
ize the values such that the maximum and minimum values are one and zero, respectively. These
normalized gradients are the ones used in our interpretability analysis.

6.2 Results and discussion
In this section, we depend on two main types of plot that show the model’s attention when pre-
dicting each position in the final output, namely the parallel coordinates plot and the heat map.
Furthermore, we divide the work to include four main cases. In the first case, we start with three
examples which were perfectly predicted by the proposed model, that is, with zero Levenshtein
distance. The three samples are selected such that they cover the three forms of Arabic plural: mas-
culine, feminine, and irregular. In the second case, we show the performance of the model on the
whole validation dataset where we average out the values of the summed absolute gradients of each
position of the three parts of the model. Finally, in the third and fourth cases, we repeat what is
done in case two, but focusing on the best (zero Levenshtein distance) and worst (five Levenshtein
distance) scenarios, trying to extract any features that led to the difference between the model’s
performance on the two categories. Parallel coordinate plots that show the summed absolute gra-
dient values of each position in the input sequence for each part of the proposed model when
generating the irregular plural word “ ”–“∗rA}E” from its singular form “ ”–“∗ryEp” is
depicted in Fig. 5.

The singular noun “ ”–“∗ryEp” is a quinquelitral root noun by itself, and its irregular
plural is obtained by three modifications to this quinquelitral root: the modification of the internal
vowel from “ ”–“y” to “ ”–“}”, deletion of “ ”–“p” of the singular form, and the insertion of an
infix “ ”–“A”. CBERT generates contextualized embeddings for characters; hence, it is reasonable
that most attention is paid to positions near the position of the predicted character. The character
that will be omitted “ ”–“p” receives the least attention as it is not informative for other characters’
representations. From the encoder parallel coordinate plot, it can be inferred that when the model
generates both the infix “A” to be inserted and the modified vowel, and it pays more attention to
the internal vowel to be modified and the following letter. When generating the final letter “ ”–
“E” in the plural form, the model pays more attention to the last letter in the singular form “ ”–“p”
since this letter will be omitted. This is reasonable and conforms with the rules of generating
irregular plural forms which requires paying attention to the vowels that will be modified and to
letters that will be omitted. The decoder part works in an autoregressive manner by receiving the
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Figure 5. Parallel coordinate plots showing the mean absolute gradient values for each position in the input sequence
“ ”–“∗ryEp” when predicting each position in the generated sequence “ ”–“∗rA}E”. A plot for each part in the
proposed model is shown: CBERT (top), encoder (middle), and decoder (bottom). This is one example where the model
perfectly generates the plural irregular form for a singular word.
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predictions of the previous characters, starting with the “#” token, and masking the current and
future positions. The model consistently generates near zero gradients to the characters following
the last unmasked character, which is quite intuitive that the model makes no use of the masked
tokens when generating the final sequence. Fig. 5 depicts this behavior.

By taking one example of the masculine form where additional “ ”–“yn” characters are added
to the end of a singular form to generate the plural, and exhibiting the parallel coordinate plots as
shown in Fig. 6, we can see that for CBERT, the model consistently pays attention to positions near
the position of the predicted character. An interesting remark is that at almost every position, a
high attention is paid to the internal vowel. This is impressive since internal vowels play a crucial
role in deciding the suitable plural form. A similar pattern is spotted in the encoder part. However,
the decoder gradients are not much different from those of the previous example where at each
predicted position the model pays most of its attention to the predicted character in the previous
position.

As a final individual example, we take a sample from the feminine form, shown in Fig. 7, where
an additional “ ”–“At” characters are added to the singular form. For the decoder part, it is
obvious that the model behaves similarly as the previous two examples when generating the plural
sequence where the highest gradients are delivered to the position of the current decoder input.
The encoder and CBERT parts exhibit a similar pattern as seen in the previous examples by paying
more attention to positions near the position of the predicted character.

Interpretation of individual model’s predictions is time-consuming and does not provide a
general explanation of the model’s predictions. And hence, we explore heat maps that display
the mean of the summed absolute gradients with respect to the inputs of each part of the model
over the whole validation set. The heat maps, depicted in Fig. 8, show these aggregated gradi-
ents for three groups. The three heat maps composing the first row present the all-data group,
the second row shows the group of data in the validation set that were perfectly predicted, that
is, with zero Levenshtein distance, and the third row consists of the heat maps of the group
with five Levenshtein distance. It can be seen that all the three groups follow the same manner
with respect to the decoder part where they consistently pay more attention to the character
preceding the current input. This is counterintuitive as it is expected from the model to bene-
fit the most from the current input. However, looking at the decoder part separately does not
reflect the complete picture. There are also the two other parts where the model still can gain
information from when decoding the input sequences which we will discuss in the upcoming
paragraphs.

The decoder works in an autoregressive manner, and hence gradients corresponding to masked
positions will have zero values in the heat map. It can also be seen that the model constantly pays
attention to the characters that lie in the third, fourth, and fifth positions when generating the
sixth character and the following ones. This is because more than 76.4% of the plural words in
the validation dataset have a length of less than or equal to six characters. Thus, the following
characters in the decoder input sequences will be pads which have been given zero weights in the
loss computation during training.

For the CBERT part, the second character in the input receives the most attention when gener-
ating the first two characters and the same goes for the fourth character when generating the rest
of the plural form. This is understandable given that most of the plural words have a length less
than or equal to six. Hence, the remaining characters in the CBERT’s inputs are pads which were
given zero weights during training. Finally, for the encoder gradients, we notice a slight differ-
ence between the behavior of the first and second groups on the one side and the five Levenshtein
distance groups on the other side. It is clear that, for all groups, most attention is paid to the
characters surrounding the predicted position which is reasonable. After the fourth position, the
model somehow starts generating an almost uniform distribution over the last seven positions in
the input sequence.
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Figure 6. Parallel coordinate plots showing the mean absolute gradient values for each position in the input sequence
“ ”–“mbEwv” when predicting each position in the generated sequence “ ”–“mbEwvyn”. A plot for each
part in the proposed model is shown: CBERT (top), encoder (middle), and decoder (bottom). This is one example where the
model perfectly generates the plural masculine form for a singular word.
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Figure 7. Parallel coordinate plots showing the mean absolute gradient values for each position in the input sequence
“ ”–“wjhp” when predicting each position in the generated sequence “ ”–“wjhAt”. A plot for each part in the
proposed model is shown: CBERT (top), encoder (middle), and decoder (bottom). This is one example where the model
perfectly generates the plural feminine form for a singular word.
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Figure 8. Heat maps showing the mean absolute gradient values for each position in the input sequences of all the data
when predicting each position in the generated sequences. A plot for each part in the proposed model is shown: CBERT
(right), encoder (middle), and decoder (left). The first row shows the three heat maps of the average of the all data. The
second row shows the three heat maps of the samples predicted with zero Levenshtein distance; the values are presented
as the mean of the heat maps of these samples. The third row shows the three heat maps of the samples predicted with five
Levenshtein distance; the values are presented as the mean of the heat maps of these samples.
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7. Conclusion
This work proposes an end-to-end deep learning framework aiming at converting singular nouns
into their plural forms for the Arabic language. First, a CBERT is pretrained on an MLM task,
and then the pretrained model is fused into a transformer encoder–decoder model. The proposed
architecture has proved its effectiveness in the singular-to-plural conversion task with 126 out of
343 validation examples and 224 out of 600 test examples perfectly transformed. The vast majority
of the predictions lie in the zero, one, and two ranges on the Levenshtein distance which indicates
the minimum number of character edits required to convert one word into another. The good
performance of the proposed model is not restricted to the regular (masculine and feminine) plu-
ral forms; it has also proved its ability to predict the converted version of dozens of irregular
examples. One point to mention is that additional metadata that indicates the class of the noun
(human/nonhuman and masculine/feminine) is not used in this work as this kind of metadata is
not likely to be available in real-world cases. This point adds more value to this study and shows
the robustness of the developed model to first recognize the class of the input noun and then
morphologically inflect it into the plural form. For future work, additional features can be incor-
porated to reinforce the proposed framework and increase its accuracy. Starting with the size of
the training dataset, it was apparent in our work that the 1000 samples used for training were not
enough to cover the distribution of all Arabic nouns leading to an underfitted model. Another
option for enhancement is by utilizing some of the open-source Arabic parsers to first lemma-
tize the singular nouns and then incorporate these lemmas as a second input of the model. This
option has high potential for improving the model’s accuracy as Arabic linguists mainly depend
on lemmatization in determining the correct infliction of a singular noun to its plural form.
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