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Abstract

Let 77 be a probability distribution in R¢ and f a test function, and consider the problem
of variance reduction in estimating E, (f). We first construct a sequence of estimators
for E; (f), say (1/k) Zf:ol gn(Xi), where the X; are samples from 7 generated by the
Metropolized Hamiltonian Monte Carlo algorithm and g, is the approximate solution
of the Poisson equation through the weak approximate scheme recently invented by
Mijatovi¢ and Vogrinc (2018). Then we prove under some regularity assumptions that
the estimation error variance ag(g,l) can be as arbitrarily small as the approximation
order parameter n — oo. To illustrate, we confirm that the assumptions are satisfied by
two typical concrete models, a Bayesian linear inverse problem and a two-component
mixture of Gaussian distributions.
Keywords: Central limit theorem; Markov chain Monte Carlo; Poisson equation; weak
approximation
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1. Introduction and main results

Let 7 be a target distribution in R? and f : R¢ — R a test function. We are mainly concerned
with the issue of variance reduction in estimating [E (f) based on the samples generated by
the Hamiltonian Monte Carlo algorithm. The variance reduction is a widely used method in
statistical inferences. In fact, if 7= is comparatively simple so that independent samples are
easily drawn, say (X;, i > 1), then we can use (1/k) Zle f(X;) as an estimator of E, (f) by the
well-known law of large numbers. The estimation error is asymptotically given by (1/k)E (f —
E, (f))*. However, if E, (f — E,(f))? is itself not negligible, then sufficiently many samples
must be drawn in order to make the error as small as possible. Thus, in order to upgrade the
efficiency of estimation we need to resort to the variance reduction method. That is, to find
a function g with known E (g), say E;(g) =0 and E,(f + g — Ex (/))* < Ex(f — Ex(f))?, so
that we might prefer to use (1/k) Z{;l (f(X;) + g(X;)) as an alternative estimator of [E () by
the law of large numbers again. A natural problem now arises: how do we construct such a
g(x)? This is not an easy task in general.
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2 Z. SU AND Z. YAO

On the other hand, we are also required to solve the issue of simulating the target
distribution 7. In fact, this latter issue is more challenging and often appears in diverse research
fields like high-dimensional data analysis, Bayesian statistical inference, high-performance
numeric computation, and machine learning.

1.1. Metropolis—Hastings Monte Carlo

Markov chain theory turns out to offer a powerful tool for managing an issue like simulation,
which resulted in the Markov chain Monte Carlo (MCMC) method. Assume that (X;, i > 0)
is an ergodic Markov chain with 7 as its stationary distribution. Then it follows by Birkhoff’s
theorem that limy_, o [(l/k) Z;:ol f (Xi)] = [E; (f) m-almost everywhere (a.e.). Therefore, the
time mean (1/k) Z;:ol f(X;) may be used as a good estimator for [E,; (f) when the Markov chain
is run for a sufficiently long time.

Constructing such a Markov chain that targets the desired distribution, however, is itself
a nontrivial problem. Fortunately, various procedures have been outlined in the literature for
automatically constructing appropriate transitions for any given target distribution, with the
foremost among these the Metropolis—Hastings algorithm.

Let 7 be a fixed probability measure, and assume it possesses a density function, denoted as
7 (x) (with a minor abuse of notation). Start with a proposal transition kernel Q(x, -) with den-
sity function g(x, y) and run the Metropolis—Hastings algorithm to generate a chain (X;, i > 0)
as follows. Given the current state X; = x, sample a candidate ¥ =y from the proposal kernel
QO(x, -), and then the calculate the acceptance rate:

T(q(y, x)}. (1)

a(x, y) := min {1, 2009 y)

Then independently draw a uniform random variable Z ~ UJ[O0, 1]. If Z <a(x, y) then set
Xiy1 =y; otherwise, set X;| =x. The associated Markov kernel can be written as follows.
For any set A € B(Rd),

Px, A) = /A a(r. Y)g(r, y) dy + 8,(A) fR (= atx g ) dy:

The Markov kernel P(x, dy) is remarkably reversible with respect to , i.e. w(x)P(x, dy) =
7 (y)P(y, dx), and so the stationary distribution of the chain (X;, i > 0) is exactly the target dis-
tribution 7 [5, Proposition 2.3.1]. It is worth noting that only the ratio 7 (y)/7 (x) is used in the
acceptance/rejection probability (1.1), and thus it easily extends to a larger class of distribu-
tions, particularly like the Bayesian posterior distributions whose normalization constants are
hardly computable.

As the reader may realize, the Metropolis—Hastings framework is quite flexible by instan-
tiating it with different choices for the proposal transition kernel Q(x, dy), which in turn
have a significant influence upon sampling. A simple and widely used choice is the so-called
Metropolized random walk (MRW). This corresponds to simply taking a random walk with
transition kernel g(x, -) ~ N (x, hly) around the state space, where some steps are occasionally
rejected. Note that the proposal is independent of the target 7, and so uses only a zeroth-order
oracle for .

If 7 has a smooth enough density function, particularly 7(x) ce™V®, where U(x) €
C?(R%), we can exploit the information from the gradient. Consider the stochastic Langevin
diffusion process

dX, = —VU(X,) dt + v/2 dB,, (1.2)
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where B; is the standard Brownian motion on RY. Under certain smoothness conditions, the
distribution of X; converges in probability to 7 as t — oo regardless of the initial value Xj
[22]. In practice, numerical machine computation requires finite precision and updates to X.
We adapt the Euler—-Maruyama discretization of (1.2) to offer a proper choice for transition,

Xip1 =X — hVUXp) + v 2hépy 1, (1.3)

where h > 0 is the step size and (&, k> 1) is a sequence of independent and identically dis-
tributed (i.i.d.) N'(0, 1) random variables. In other words, the proposal transition kernel g(x, -)
is just N'(x — hVU(x), 2hl;). The algorithm corresponding to (1.3) is often referred to as the
unadjusted Langevin algorithm. Note that the invariant measure, say 7, induced by (1.3) is not
identical to the target 7, so a bias must be corrected. The corresponding Metropolis—Hastings
algorithm is called the Metropolized adjusted Langevin algorithm (MALA).

There have been plenty of works investigating the efficiency of MRW and MALA; see [10,
18-20, 22, 24] and references therein for more details. MRW is still popular in many appli-
cations because of its conceptual simplicity and the ease of implementation. Unfortunately, it
is typically the slowest in terms of the total number of iterations, and performs poorly with
increasing dimension and complexity of the target distribution.

To avoid the slow exploration of the state space that results from the diffusive behavior
of simple random walk proposals, we resort to the Hamiltonian Monte Carlo (HMC), which
automatically generate distant and coherent exploration for sufficiently well-behaved target
distributions by carefully exploiting the differential structure of the target probability density.

1.2. Metropolized Hamiltonian Monte Carlo

Metropolized Hamiltonian Monte Carlo, abbreviated to MHMC, was introduced in [6] in
computational physics, and came to the statistics community two decades later, quickly gaining
popularity. The reader is referred to [2—4, 23] for nice introductory reviews.

The basic idea behind the MHMC method is as follows. Let H(x, v) = U(x) + ||v||?/2,
(x,v) € R? x RY. We augment the target distribution 77 oc e~V to add a momentum variable v.
Specifically, define the Boltzman—Gibbs probability measure 1pg(x, v) oc e "7 Obviously,
the first marginal of upg is , so if we obtain a sample from ©pg, then upon projecting to the
first coordinate we obtain a sample from .

Simulating ppg is in turn done using the Hamiltonian dynamics formulation, which is a
reformulation of classical dynamics. Denote by (x;, v;) the state at time ¢ of a physical sys-
tem, where x; is the position vector and v, the momentum vector. The evolution of the system
through time is then given by the Hamiltonian equation

dx dv

5 = VHG v =, 3= VG v) = =VU).
Denote by ®;: (x, v) — (x;, v¢) the Hamiltonian flow, where (x, v) and (x;, v;) are starting states
and the states after time ¢, respectively. The key advantage of the Hamiltonian dynamics over
other formulations of classical dynamics is that the Hamiltonian flow possesses the following
fundamental properties.

Conservation of energy: Along the Hamiltonian dynamics, (x;, v;)>0 satisfies H(x;, v;) =
H(x0, vo), t> 0. In fact, it is easy to check that dH (x;, v;)/dt = 0.
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Conservation of volume: ®; is a volume-preserving map since det (V&,(x, v)) =1 for all
t>0andx, ve R4

Time  reversibility:  Assume  (x;, v)o<;<r solve Hamilton’s equations, then
(x7—t, —vr—r)o<:<r also solve Hamilton’s equations.

Preservation of Boltzman—Gibbs measure: ®; leaves the augmented target ©pg invariant,
-1
uBG o P, = UBG-

However, simply running Hamilton’s equations does not yield a convergent sampling algo-
rithm. To get around this issue we need to refresh the momentum periodically. The ideal HMC
algorithm is as follows:

Pick an integration time 7 > 0 and draw (X, V) ~ o, where pg is a fixed but arbitrary
probability distribution. For each iteration k=0, 1, 2, ...

Step 1: Refresh the momentum by drawing &1 ~ N(0, I).
Step 2: Integrate Hamilton’s equations, and set (X417, Vi+1)1) = PrXeer, &ir)-

Since both steps of each iteration preserve upg, the entire algorithm preserves upg. At
this stage, though, this algorithm is still idealized because it assumes the ability to exactly
integrate Hamilton’s equations. This is generally not possible outside a few special cases. We
approximately implement Hamilton’s equations through the use of a numerical integrator. The
simplest and most well-known such integrator is the so-called leapfrog integrator.

Pick a step size & >0 and a total number of iterations K, corresponding to the total
integration time via 7 = Kh. Let (xq, vo) be the initial point. Fori =0, 1,2, ..., K — 1,

h
V@i+1/20h = Vih — EVU (Xin),
X(i+ Dh = Xih + WV @it1/2)n, (1.4)

h
Y+ = Vii1/2h = 5 VUG 1h)-

Let @5 7(x, v) be the output of the leapfrog integrator with K steps started at (x, v). Once
we apply the leapfrog integrator to HMC, we obtain a discrete-time sampling algorithm
that is once again biased. We correct the bias through the use of the Metropolis—Hastings
acceptance/rejection dynamic. The MHMC algorithm is now summarized as follows:

Initialize at Xo ~ 7o, where mg is a fixed but arbitrary probability distribution. For
iterations i =0, 1, 2, . ..

Step 1: Refresh the momentum: draw V; ~ N(0, 1,).
Step 2: Propose a trajectory: let (X], V/) = ®p, 7(X;, V).
Step 3: Accept the trajectory with probability

a((X;, V), (X}, V/)) = min {1, exp (ZHK;, V) }

exp (—H(X;, V)

If the trajectory is accepted, set Xj41 :le ; otherwise, we set X;;1 = X;. Iteratively, we can
obtain a Markov chain (X;, i > 0) with kernel Py 7 as follows:
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Ppr(x, A)= A;ad 14 ma(Pp,(Cx, V) (x, v)n(v) dv + (SX(A)<1 — /Rl ao(x, vIn(v) dv), (1.5)

with a(x, v) == a((x, v), Pp,r(x, v)) =min{l, exp (—H(Pp 7(x, v)) + H(x, v))} and n()=
(2m)~4?% exp (—% ||v||2). It is easy to see that 7 is an invariant probability measure with respect
to kernel Py, 7 [3]. More properties of the HMC algorithm are detailed in Section 2.

The main purpose of this article is to construct an efficient estimator whose error variances
are asymptotically negligible based on the samples generated by the MHMC algorithm.

1.3. Main results

Besides the invariance of m, [9] showed that Pj r is ergodic under regular conditions,
and hence, by Birkhoff’s ergodic theorem, for m-almost every x € R?, the following limit
holds for m-integrable f: limg_, o (1/k) Zf;ol f(Xi) =E,(f), Py-a.e., where P, stands for the
law with the initial state Xy = x. Therefore, it is once again natural to take the mean value
(1/k) Zé:l f(X;) as an approximation for E (f).

In order to establish the central limit theorem (CLT) and variance reduction, we need to
make some additional assumptions on the target density  (x), equivalently U(x), and the test
function f. Motivated by [9], we introduce the following assumptions.

Assumption 1.1. For some fixed | € (1, 2], there exist L| >0 and A € R such that, for every
xeRY(VU®), x) = Li|lx|)' - A,

Assumption 1.2. For some fixed number [l € (1, 2],

(i) U e C3*(R?) and there exists a constant Ly > 0 such that || VFU(x)|| < Lo(1 + ||x||%) for
allxeRY and k=2, 3.

(ii) There exist L3 >0 and Ry >0 such that (V>U(x)VU(x), VU(x)) > L3 ||x||*=* for all
xe R4, |lx|| > Ro.

Assumption 1.3. U is a perturbation of a quadratic function. In particular, U(x) = %xT Xx+
£ (x), where ¥ is a positive definite matrix, { : R? — R is a differentiable function, and there
exist L4 > 0 and y €[1, 2) such that, forall x,y € R4,

£l < La(1 + [Ix]DY, (1.6a)
IVl < La(l+ [1x])" ", (1.6b)
IVE@) = VW < Laflx =yl (1.6¢)

Assumption 1.4. There exists an r > 0 such that |f(x)| < V.(x), where V,(x) =¥l x e RY.

Remark 1.1. If Assumptions 1.1 and 1.2 hold for some [ € (1, 2], then forall 7> 1 and 2 > 0
(we require further that h < M/ T3/2 for a certain constant M > 0 when [ = 2), Py, 1 satisfies the
drift condition (V,, A, b, C), i.e. there existsaset C > 0, A € [0, 1), and b € (0, +00) such that

Ph1Ve(x) <AVi(x) + blec  forall x e RY, (1.7)

where C = {x: V,(x) < Ls} for a constant Ls. Consequently, Pj, 7 is V,-uniformly geometrically
ergodic.
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Assumption 1.3 is stronger than Assumption 1.2, as mentioned in [9]. In fact, U in
Assumption 1.3 has a special form, namely a quadratic function with a perturbation. If
Assumption 1.3 holds, then (1.7) holds for all T>1 and 0 <h <M/T, where M is a con-
stant. It is worth noting that the constant M can be taken small enough that the bound (2.1)
holds as well.

We are now ready to state our main results.

Theorem 1.1. (Central limit theorem.)

(1) Fixle (1, 2). Under Assumptions 1.1, 1.2 and 1.4, fis w-integrable and, for each T > 1,
with h > 0,

k—1

IZ(f(m E(N) > o (DN, 1), k— oo, (1.8)

where o2(f) = Vary () +2 3 32 Ex [(f = Ex ()P} 7(f — Ex(f))] < oc.

(ii) Fix1=2. Under Assumptions 1.1, 1.2, and 1.4, fis w-integrable and (1.8) holds for each
T>1,0<h <M/T3/2 with a constant M > Q.

(iii) Under Assumptions 1.1, 1.3, and 1.4, f is ww-integrable and (1.8) holds for each T > 1,
0 <h < M/T with a constant M > 0.

As a direct consequence, we can estimate the error variance [E, [(l/k)z X)) —
E. (f))]2 by ko 2(f) provided k is large enough, which characterizes the convergence rate

of (1/k) Z f(X ). If oz(f) is comparatively large, however, more iterations of MHMC
are required to decrease the error of the estimation, which may reduce the efficiency of
sampling. To solve such an issue, we introduce another function g(x) such that E;(g) is
known and E, [(l/k) Zf':ol ((FXD)+gX) —Ez(g) —E, (f))]2 can be substantially smaller.
For example, let f be the solution to the Poisson equation

f=Purf =f —Ex(f); (1.9)

then it is easy to see that (1/k) Zf_ol f + Pn, Tf‘ f)(X ;) is an unbiased estimator for E (f)
with variance zero, which induces high accuracy. In practice, it is almost impossible to obtain
a precise solutlon to (1.9), however. We need a proper approximation f of f and to calculate

[(1 /k) Z (f + Py, Tf f V(X)) —Eq(f )] in order to determine the asymptotic variance.

Recently, [17] presented an approximation scheme for a solution of the Poisson equation
of a geometrically ergodic Metropolis—Hastings chain, and further proved that the sequence of
the asymptotic variance in the CLT for the control-variate estimators converged to zero. The
major contribution of this article is to adapt that approximation scheme for a solution of the
Poisson equation of MHMC chains to construct a sequence of control-variate estimators and to
further prove the asymptotic variances converge to zero, and so realize the variance reduction
Specifically, split the whole space R into a number of subdomains, say G, G, ..., Gy ,an
choose a suitable point a? inside each subdomain Gl'-'. Then, based on these points, construct
a Markov chain with a finite number of states as a good approximation of the continuous-
state Markov chain. In turn, there must exist a solution denoted by fn to the Poisson equation
induced by such a finite Markov chain. Finally, define fn(x) fn(a") for x e G} as in (3.4)
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and set g, =f + Ph,Tfn — f,, which is a perturbation of the original test function f. Note that
E.gn = Exf, and we have the following variance reduction theorem.

Theorem 1.2 (Variance reduction.) In the above setting and with the assumptions in Theorem
1.1, the central limit theorem holds for every n > 1:
= d
T ZO (8n(X) = Ex () —> 0z ()N (0, 1),  k— oo,
i=

where  02(gn) = Vatz(¢) &2 X521 Ex [(gn — Ex(DP (g0 — Ex(f)] <00.  Moreover
lim;,—, 0'7%(8;1) =0.

The rest of the paper is organized as follows. In Section 2, we first review some basic con-
cepts and notions about Markov chains with general state spaces, and then give some more
technical results about the MHMC Markov chains. In Section 3 we formulate the approxi-
mation scheme based on the idea of weak approximation following [17], and construct in a
specific way ., which is used in the variance reduction. Section 4 is devoted to the detailed
proofs of the main results. The proof of Theorem 1.1 is actually standard through the use of
Lyapunov’s drift conditions. However, Theorem 1.2 cannot be obtained by a simple combi-
nation of [9, 17]. In fact, there is an additional term |det Jo (x)| in the HMC kernel, which is
so complex that it does not satisfy the assumption in [17]. Our proof makes delicate use of
the specific approximate construction and moment controls. Section 5 is devoted to two con-
crete examples, a Bayesian linear inverse problem and a two-component mixture of Gaussians,
which satisfy the conditions for variance reduction. In Section 6, we provide some numerical
experiments to support our theoretical guarantees. The paper concludes with a discussion in
Section 7.

1.4. Notation

Denote by R™ the set of positive real numbers. Denote by NT the set of positive integers.
Denote by || - || the Euclidean norm on R?. Denote by B[RY) the Borel o-field of R? and
F(R?) the set of all Borel-measurable functions on R?. Denote by p( - ) the Lebesgue measure
on R4, For a Markov kernel P, denote by (X;)ien the corresponding canonical Markov chain,
and denote by (€2, F) the canonical space. For any probability measure v on R? and a Markov
kernel P, denote by P, the unique probability measure on the canonical space (£2, F) such
that the canonical process X; is a Markov chain with kernel P and initial distribution v. For
f eFRY), set |[flloo = supyepa [f(¥)]. For f € F(R?Y) and V: RY — [1, 00), the V-norm of f
is given by |Iflly = IIf /Vllco- Suppose M is a p x g matrix; denote by M and det (M) the
transpose and the determinant of M, respectively. Denote by C¥(R?) the set of all k-times
continuously differentiable functions. Let f € C*(R?, R?) and denote by Jy the Jacobian matrix
of f.Let g€ Ck(Rp, R) and denote by Vg, Vzg, and V3 g the first-, second-, and third-order
derivatives of g, respectively.

2. Properties of HMC

In this section we introduce important properties of HMC that will be used later. The reader
is also referred to [2, 3, 23] for more details. For the reader’s convenience, we briefly review
some basic concepts and notions about Markov chains on R in Appendix A.

Suppose that the target density is 7 (x) oce™Y™, with U satisfying Assumptions 1.1-1.3.
Thanks to the leapfrog algorithm and Metropolis—Hastings step in the MHMC, the resulting
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Markov chain (X;, i > 0) with kernel Py, 7 is reversible with respect to 7 (x), and thus 7 is an
invariant probability measure [14].

As for the irreducibility and ergodicity of MHMC Markov chains, additional conditions are
required. Recently, [9] provided some sufficient conditions for the irreducibility of MHMC
Markov chains. Indeed, suppose that Assumption 1.2 holds and that both the step size 4 and
step number T satisfy the inequality

[1+9(hLy*)]" <2, @.1)

where 9(x) =x(1+ %x + ‘]—lxz); then, for all x € R? there exists a CLH(R4, R?) diffeomor-
phism W, : X — W,(x) such that x7 = proj; o ®p, 7(x, W,(x7)), where proj; : (x, y) — x denotes
coordinate projection and @, r is defined by (1.4).

Let Jy, (x) be the Jacobian matrix of W, at the point x. The following lemma is important
when proving the main theorems.

Lemma 2.1. If Assumption 1.2 and condition (2.1) hold, then there exists a constant k(h, T)
such that, for any x, x € RY, D(x, x):= |detJy (X)| <k(h, T).

Proof. By the structure of the leapfrog integrator in (1.4), for all (xo, vo) € R x R? and

te{l,2,..., T}, the tth iteration (x;, v;) = @ (X0, vo) takes the form
| —1
X, = X0 + thvg — Ethzv Ulxo) = > Y (t = k)VU(x), (2.2)
k=1

1 t—1
V=V — 5h(VU(xO) +VU(x,) —h Z VU(xp).
k=1

Let 'y s(x, v) = Zf{;]l (t — k)VU(xt). Then, for any > 1 and & > 0, Assumption 1.2 implies

IT,e 6 ) = Dooe, W _ 2

= (Kh, - 1)5
x,v,weRd ”V - W” h !
where K, = (14 hLé/zz?(hLé/z))t <2 [9]. Therefore, by (2.1), we have
h
sup — I, (e, 0| <1, (2.3)
x,veRd !

where Jr, ,(x, v) is the Jacobian matrix of the function v > I'j, ;(x, v).

As a direct consequence, the function vy — x; defined in (2.2) is a diffeomorphism and has
a continuously differentiable inverse x — W, (x) for each x € R?. In addition, by (2.2) and (2.3),
there exists a constant x| € (0, 1) such that, for any x, v, w € R4,

l[proj; o ®p,r(x, v) — proj; o ®p,r(x, Wl

= hTH (v - ;Fh,r(x, V)> - (w - ;Fh,T(x’ W))

which in turn implies that there exists a constant x, > 0 such that, for all x, v, w € R4,

> hTkyllv —wll,

W, (v) — WW)[| < x2llv —wl|.
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Therefore, for all x, x € RY, it follows from Hadamard’s inequality that

| det Ju, @) < 1Jo, @I < sup [1Jo, @Y <x§ =:k(h, T) >0,
x,xeRd

where the last inequality is due to [7, Exercise 2.24]. (]

Lemma 2.2. If Assumption 1.2 and the condition (2.1) hold, then for any T>1, h >0, and
(x,V) e R? x RY, (x, v) > (Pp,r(x, v), Wi (v), Dy, (V) is continuous on RY x R4,

Proof. Continuity for the mapping (x, v) = (®p, 7(x, v), ¥x(v), Dy, ()(v)) was presented in
the proof of [9, Theorem 1]. [l

Remark 2.1. The assumptions of Lemma 2.2 seem slightly different from those in Theorem
1.2. However, by adjusting the value of M to make / small enough, condition (2.1) can be
satisfied and thus Lemma 2.2 remains valid.

It now follows from (1.5) that

exp{— || W, (®)]|1?/2}

Pir(x. d9) = (e, D—— =7

D(x, x) dx

exp{—[v[%/2} O

, 2.4)
@2m)*

+3x(d56)/ (I —alx,v))
R4

where ag(x, X) = a(x, W, (X)), D(x, x) was defined in Lemma 2.1.

Furthermore, the Markov kernel Pj 1 is p-irreducible, aperiodic, and Harris recurrent,
and each compact set is 1-small. As a consequence, for all x € RY, limg—, o0 ||P';Z,T(x, )—
(- )||TV = 0. Note also that if a Markov chain has a unique invariant probability measure,
then ergodicity is valid and the ergodic theorem can be obtained by [5, Theorem 5.2.6].
Therefore, by the irreducibility and [5, Theorem 9.2.15], 7 is the unique invariant probability
measure with respect to Pj r and hence, for all f € L () and 7-almost every x € R4, we have
limg_, o (1/k) Zi‘;(} f(Xi) =E,(f), Py-a.e. This forms the starting point of our further study in
this work.

3. Approximation scheme for variance reduction

Definition 3.1.

(i) Assume there exists a partition G of (R?, 1) into measurable subsets Gg, G1, . . ., Gy
such that u(G;) > 0 holds for 0 <i <m and U:’;l G; is bounded. Choose q; € G; for all
0<i<mandlet Y=/{ay, ..., ay,}. We say that the pair Y =(G, Y) is an allotment,
with m being the size of Y.

(i) Let W: RY — [1, 00) be a measurable function. The W-radius and W-mesh of an
allotment Y are respectively defined by rad(Y, W) = inf,e¢g, W(y) and

W(a;)
(Y, W)=max { max sup |y —a;|, max sup ( —— — 1.
I<iz=m yeg, <sismyeg; \ W()

(iii) If there exists a sequence of allotments (Y,,, n > 0) satisfying lim,,—, o, rad(Y,, W) = 0o
and lim,,—, » 6(Y,, W) =0, then we say that Y,, is exhaustive with respect to W.
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Consider V,(x) =e'Ml x ¢ R4, Obviously, V,: RY > 1, 00) is a continuous function with
bounded sublevel sets, i.e. for every ¢ € R, the pre-image V, 1((—oo, c]) is a bounded ball.
Proposition A.1 in [17] establishes the existence of an exhaustive sequence with respect to V..
For the sake of completeness, we briefly review the construction of such an allotment here.

Let r1>1, and let (r,, n>1) be an increasing unbounded sequence of positive
numbers. For each n> 1, define sets L, = Vr_l((—oo, ), Z,, ={xe R?: there exists ye
L, such that ||x — y|| < \/3}. The set L, is trivially a bounded and non-empty closed set. V,
is uniformly continuous on L,. So there exists a decreasing sequence &, < 1, vanishing as n
tends to infinity, such that |lx —y| < en/d implies |V,(x) — V()| < 1/n for each n and all

X,y €Ly
Fix n>1. For x=(x1, x2,...,x7) € RY write K= ]_[f:1 [xi, xi + €,). Pick points
2D x@ o xm) guch that the sets GJ’-’ = K;(/) are disjoint and cover L,. Let Gjj be the

closure of R¥ \ U]m:"1 K;'(/-). Finally, choose a;; € G such that V,(ag) = infxegg V,(x), and pick
a;? € G]’-Z arbitrarily. It is now easy to verify that the allotment defined above is exhaustive with
respect to V.

Let Y, =(G", Y"), where G" = (G}, 0 <i<m,) and Y" = (a}, 0 <i<m,). We will con-
struct a sequence of approximating solutions fn based on the exhaustive allotments Y,,. Given
the kernel Py with h, T >0, define Q" =Py r(a}, G) and Q™ = (") . 1\ comi1)-
Since each part G} has a positive measure the transition matrix 0™ is well defined, and for
every i,j€{0, 1, ..., m,}, ng) > 0 by the u-irreducibility of Py r. Furthermore, Q(”) is irre-
ducible, aperiodic, and recurrent, so there exists a unique invariant probability measure by
Markov chain theory on a finite state space. Let a,(x) = Zl@o af’lxeglr_r, x € R?. Then, by the

definitions of V,-mesh and exhaustive allotment, for every x € R? we have limy, s o0 an(x) = x.
Observe that V,.(a,(x)) can be controlled by V,(x). Indeed, for all n>1 and x € R?, we have
the useful inequality

Vi(a,(x)) = Vr(x)(l + w)

Vr(x)

< V,(x)<1 + max sup

0<i<m yeG;

( Vi(an(x)) _

V.0 1)) = V(0 +8p), (3.1)

where §, = 5(Y,, V,) denotes the V,-mesh of the allotment Y, the first inequality following
by the exhaustivity property.

Lemma 3.1
(1) Drift condition. There exist constants L, € (0, 1), b, > 0 satisfying
Q"V(d}) < MVia]) + bylgec (3.2)

foralln>1andal ey,

(i) Minorization condition. There exist a compact set C C R4, a constant ¢ € RT, and a
probability measure v, on (Y, P(Yn)) such that

o > evu({a}}) (3.3)

foralln>1andi,je{0,1,..., m,} satisfying a; € Y, N C.
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(iii) Strong aperiodicity condition. There exists a constant g € (0, 00) such that gv,(C N
Yy)>é.

The proof of Lemma 3.1 can be found in Appendix B.
Let 7, be an invariant probability measure of Q.

Proposition 3.1. The approximate Markov kernel Q" is V,-uniformly geometrically ergodic,
i.e. there exist constants M > 0 and p € (0, 1) such that, for k,n > 1,

1" 0. =l <Mvirp! forally et

Proof. By Lemma 3.1, the existence of M and p is a direct consequence of [1]. It is also
implied that M and p only depend on the parameters &, A, by, and & in Lemma 3.1. (]

We are now in a position to construct the approximation solution .. To this end, we denote
by f a solution to the Poisson equation f,(y) — Q"f,(») = f(y) — Ez (), y € Y,,. Having f,,, the
approximating solutionfn is defined by

L= f@)leg, xeR% (3.4)

i=0
Obviously, the more precisely Q" approximates Py, 7, the more closely fi approaches the exact
solution of the Poisson equation.
4. Proofs of main results

Throughout this section, the parameter r >0 is fixed. We start with the proof of
Theorem 1.1.

Proof of Theorem 1.1. We only prove (i) with [ € (1, 2), since the other cases are similar.
Recall that Py, 7 satisfies the drift condition (1.7) with V,(x) =e’I*Il. By [5, Theorem 15.2.4],
Py, 7 is both V,. and V,,-uniformly geometrically ergodic, and so it follows by [21, Fact 10] that
V, and V5, are w-integrable.

In addition, we obviously have the following equivalence relations:

Py7V, <AV, +Dblc
<:>Ph,TVr + (1 - )\)Vr <V.+ blC

o Pryv< Vo by
O T T S T
where C = {x: V,(x) < L,}. Therefore, for every f such that ||f|ly, < oo, f is w-integrable, and
further the CLT (1.8) holds according to [5, Theorem 21.2.11]. O

Next, we turn to the proof of Theorem 1.2. We first give an upper bound for error variance
in terms of the spectral radius of Py 1 on L(z)(rr).

Proposition 4.1. Denote by p the spectral radius of P, 1] LBy For any g € L%(n),

1+p

; Er(g?).
—-p

o2(g) <

The proof of Proposition 4.1 can be found in Appendix D.
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For notational simplicity, set g, =f +Ph,7fn — f,,, where f,, is given by (3.4). Trivially,
E.(gn) = Ex(f), and by Proposition 4.1,

I+p
02(gn) < ——Er (g0 — Ex ()%
I—p

Therefore, it suffices to prove that E; (g, — E, (f))2 — 0 as n — oo. In turn, it is sufficient to
verify the following statements due to the dominated convergence theorem:

e For m-almost every x € R, limy—s 00 2:(x) =Ex ().
e The V,-norm is uniformly bounded: sup,~ Ign — Ex (v, < oo.
For clarity, we restate these statements as Propositions 4.2 and 4.3.
Proposition 4.2 For w-almost every x € R, limy—s 00 gn(x)=E,(f).
Observe that for any x € R?, f,,(a,(x)) — Py 7fu(an(x)) =f(an(x)) — E; (), and so
18n () — Exf] = [f (%) — flan())| + [Ez, (f) — Ex ()]
+ P, = F)®) = P 1fa — Fo)(an(@)|
=MD x) + M> + MP(x).

Then it reduces to verifying that Mfll), Mflz), and M,(f) converge m-a.e. to zero as n — 00, hence
the following three lemmas.

Lemma 4.1. lim,,_, o M,gl)(x) =0 for -almost every x.

Proof. Note that f is m-a.e. continuous and a,(x) — x as n— o0o. This concludes the
proof. ]

Lemma 4.2. lim,,_, o M,(f) =0.

The proof of Lemma 4.2 can be found in Appendix C. The following lemma offers a uniform
bound for the V,-norm of f;,.

Lemma 4.3. There exist a constant p > 0 and a sequence of real numbers {by}nen such that
supnzl ”fn + bn”Vr =< ,3

Proof. This is a direct consequence of Proposition 3.1 combined with [17, Proposition
3.5]. O

Lemma 4.4. lim,,_, o M,(13)(x) =0 for -almost every x.
Proof. The form (2.4) and the structure of Pj 7 together yield
MY = [Py, 2fu(x) = Ph.1fu(@n()]

= ’ / (o — F0) (e (x, DD(x, Dye™ M @I7/2
]Rd

— ap1(an(x), DDy (x), HeYarw@I°/2) gz,

where in the first equation we used the fact that fn(an(x)) =fn(x).
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Since (x, x) — (D(x, X), a1(x, X)) is continuous by Lemma 2.2 and, for each x € RY,
(@) = F2@)| < [fa® + by — a0 + ba)| < BOVAE) + Vi), 4.1)

where b, and 8 were given in Lemma 4.3, the integrand above converges to zero.
Analogous to the proof of Lemma 4.2, we obtain, for each x € R4,

|, DD, e MO — ayy(a, (), DD (an(x), Ty~ IHano I 12)
< 8,1(®) + om(x, Dk(x, ). (4.2)

Obviously, the product of the right-hand sides in (4.1) and (4.2) is integrable with respect to p
over R?. Therefore, M§,3) tends to zero by the dominated convergence theorem. O

Proposition 4.3. sup, | [Ign — Ez (f)llv, < oo.

Proof. By the drift condition of Py, 7, the solution f‘ to the Poisson equation (1.9) belongs to
L“’,‘: ={f: Ifllv, < oo}, and it is unique up to a constant [5]. Therefore, by Lemma 4.3, there

exist a constant 8’ and a sequence of real numbers {b,},>1 such that, for all > 1 and x € R4,
[fu(x) + by — f(x)| < B'V,(x). Observe that

gn_Eﬂ(f):Ph,Tfn _f~n+f_7[(f):Ph,T(fn+bn _f) - (fn‘i‘bn _f)

By the definition of Py, 7, it easily follows that, foralln > 1 and x € R4,

g0 — Ex ()] = ‘ fR (at b — )@ 7(x, v))alx, vin(v) dv
+ (Fo+bn —F) @) - [1 - /R ety n(dV)} — (fa+ by —f)x)
< /R o+ ba = D@ |+ |G+ o~ e, m) v

S/ BV (@1 (x, e, V)n(dV)+ﬂ/Vr/ a(x, v)n(v) dv
R4 R4

< B'(Pr,7Vr(¥) + Vi(0) < (1 + A+ D)V, (),
which together with the definition of the V,-norm implies the desired result. ]

Proof of Theorem 1.2. Combining Propositions 4.1, 4.2, and 4.3 concludes the proof. U

5. Applications
In this section we aim to show how to verify the assumptions on the target distributions

given in Section 1.3 through two concrete models.

5.1. Bayesian linear inverse problem

Let g € (%, 1), A1, A2, 6 >0, and A a p x d matrix. Consider the linear model b = AX + ¢,
where X has a prior distribution wx(x) given by
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A
7x(x) o exp (—Al (xTx + 5)’3 - sz—rx), xeR?,

and ¢ ~ N(0, I,).
The so-called Bayesian linear problem is to infer X from the observations b. In fact, the
density of the posterior distribution of interest us given by 7 (x) ox exp (—U(x)), where

Ulx) = _%XT (ATA + 2aLg)x — Ay (x4 8)° + (b, Ax).

The exponential integrator version of MALA (EI-MALA) was devised to generate a Markov
chain with invariant distribution 7. The Wasserstein convergence rate of a class of EI-MALA
algorithms was studied at length in [8], and the CLT for the corresponding Markov chains
established in [13].

We will confirm that the potential U satisfies Assumptions 1.1 and 1.2, and so both the CLT
and the variance reduction theorem are applicable for the MHMC Markov chains as well. It is
apparent that U(x) can be decomposed as

Ux) = Ui(x) + Us(x) = BJ (ATA + kzld)x:| + [x 1(xTx+ 5)"j — (b, qu. (5.1)

[9] offers a sufficient condition for Assumptions 1.1 and 1.2. The following is a slightly
stronger version.

Lemma 5.1. Fix [ € (1, 2]. Suppose that the potential U(x) can be decomposed as U(x) =
U1(x) + Ua(x), where Uy (x) and U, (x) satisfy the following conditions:

() Uy and U, belong to C3(RY).
(i) Forallk>1andx e R, Uy(kx) = kKU, (x) and {yve RY: U, () < Ui(x)} is a convex set.
(iii) limyy—oc0 U1(x) = 00.
@iv) Fork=2,3,
IV¥ Ol _ 5.2)

oo [lx[i=F

Then the potential U satisfies Assumptions 1.1 and 1.2.

Proposition 5.1. The potential U given by (5.1) satisfies Assumptions 1.1 and 1.2.
The proof of Proposition 5.1 can be found in Appendix E.

5.2. Two-component mixture of Gaussians

Consider the sampling from a mixture of Gaussians with two components
7 ~pN @, L) + (1 = pN(©, La), (53)

where N (-, 1) is a d-dimensional normal distribution with identity variance.
Without loss of generality, assume p = e /(e 4+ e ™) for some ¢ € R, and let U (x) = %||x||2,

Ua(x) = — log (e¢~I1I?/2e=txm) 4 g=c=IVIP/2¢=(xv)) Then
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o 1 e 1 )
N(X)—W P exp —EHX—HH + (I —p)exp —§||X—V||

_ 1

C2u)2(ef +e70)

eV — o~ UI@+U200)

e—llX\I2/2[ec—llul\z/Ze—(x,M) + e—c—nvnz/ze—(x,w]

While there is a huge literature about this model, we mention only the recent work [15]
related to ours. Note that the potential function U(x) is Lipschitz smooth but not strongly
convex in R?. In fact, it is double-well and strongly convex only when |x| > r for a sufficiently
large r. MALA and the classical expectation-maximization (EM) optimization algorithm were
compared in [15], which claimed that MALA sampling can be faster than the EM algorithm.
We will examine Assumption 1.3 and verify the conditions (1.6a)—(1.6¢), so that we can apply
MHMC sampling to the double-well potential case.

Proposition 5.2. Consider a two-component Gaussian mixture model as in (5.3). Then
Assumptions 1.3 hold.

The proof of Proposition 5.2 can be found in Appendix F.

Remark 5.1. In fact, this result can be extended to the case where 7w ~ pN(u, )+ (1 —
p)N (v, ¥) for some symmetric positive definite matrix X. We can find that the linear terms
(1, x), (v,x) in U, are replaced by (27's,x), (£ v, x), respectively, and the bounds of
VU, || and ||[V2U,|| can be obtained similarly.

Remark 5.2. By the approximation scheme, the allotment only needs to be exhaustive with
respect to the function V,(x) = exp (r|lx||) for some r such that f(x) < V,(x) for all x € R%.
Consequently, the specific allotment construction depends solely on the test function f.
Suppose a constant r is such that f(x) < V,(x) for all x; then we could construct an allotment
according to Section 3. In particular, let r, =¢" and ¢, = (nZﬂ + nrd)~!. This gives L, =
{(xeR4: ||x|| <n/r}and L, = {x e R?: |x| < Vd + n/r}. Following the construction of G]'.' in
Section 3, we can generate an allotment such that ||x — y| < enn/d implies |V,(x) — V,(y)| <
n~! for each n and all x, y € L,, by Lagrange’s theorem. By [17, Proposition A.1], such an
allotment forms an exhaustive sequence with respect to V..

6. Simulations

In this section we explain how to implement the MHMC algorithm for variance reduction
through two simple examples. In fact, we have to tackle the following two issues in practice:

e The stochastic matrix Q = (Q,]) cannot be computed analytically.

(m+1)x(m+1)

e Once the approximate solution f has been computed, the function Ph,Tf, and thus the
control variate Pj, 7f — f, are not accessible in closed form.

Construct a partition {Gg, G1, . .., Gy} of R? in such a way that the probability of 7 (Gp)
is small. We assume that it is easy to sample d-dimensional normal random points. Let a; € G;
for i > 0 be arbitrary and choose ag on the boundary of Gy.

Let Y ={ag, ai, ..., an}, G={Go, G1, ..., Gp}. This induces an allotment (¥, G) in R4,
Recall that Q;; = Pj, r(a;, G;), where the transition kernel P 7 was given by (1.5). As the
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precise computation of each entry is not feasible, we construct an estimate of Q;; via another
i.i.d. Monte Carlo. With this in mind, let Z;, Z, . . ., Zy be i.i.d. samples from N(0, 1), where
N is sufficiently large. Define

N
1 L
) v 2 negetai, Zo i j#i
0(a;, aj) := k=1 . . 6.1)
1= > O@.ay ifj=i

kef0,1,....m)\i

The approximating transition matrix Q = (Q;) is now well estimated by O = (Q;;) by the law
of large numbers, so we use Q in the MHMC algorithm instead of Q.

Turning to the second issue, given a w-integrable function f, we aim to estimate E, (f) by
(1/k) Zé:(; f + Ph,Tf — f)(Xi), where (X;, i > 0) is a Markov chain generated by the MHMC
algorithm. However, Ph,rf is not accessible in a closed form once again. Similarly to (6.1),
define, for any x € Rd,

1 N
) =D Agegala, Z)  ifj#i),
O, aj) := k=1 R (6.2)
e Y bean ifj=i,

ke{0,1,....mN\i

where i(x) is the unique index i € {0, 1, ..., m} such that x € Gj(y); then define, for any x € R,

Qf(x) = Z;"zo f‘(aj)Q(x, a;). Finally, we use Qf in place of Ph,Tf . We remark that the term
(1/k) Zf-‘;ol (f + Of — f)(X;) is unbiased to some extent; the interested reader is referred to
[17, Remark 5.1] for details.

In the next subsection we provide a simple example to illustrate the efficiency of variance

reduction in MHMC through the weak approximation scheme.

It is not obvious [how] to do so in a way which substantially decreases the variance of
the simulation without substantially increasing the complexity of the simulations, and
for which optimal values of the parameters can be approximated with a reasonable
numerical cost. [12, p. 60].

6.1. Gaussian mixture distribution

Consider a one-dimensional Gaussian mixture distribution as mentioned in Section 5.2. Let
unw=3,v=-=2,and p =0.3. Choose f(x) = x% as the force function. For any m>1,1>0, let
G =R\[-/, [land G]*',i=1,2, ..., m, be intervals of length 2I/m partitioning [/, []. The
step size and length are chosen to be # = 0.1 and T = 20. The construction of Q is derived from
(6.1) using N = 107, and the estimator (1/k) S""_1 (f + OF — F)(X;) is then derived from (6.2)
using N = 10° and the approximating scheme. We study three allotments, where the parameters
take values as shown in Table 1. We evaluate the associated quantities after 6000 iterations.
The results are shown in Figure 1 for different iterations and different estimations from 50
replications. The red curve corresponds to conventional MHMC estimates, and the blue curve
corresponds to the modified estimators (1/k) Zf;o] f+ Qf —f‘)(X,-).

We observe that the mean square errors (MSE) of the modified estimator are consis-
tently lower than those of the original MHMC estimator. Moreover, as the allotments become
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TABLE 1. The parameter setup for different allotments.

Allotment

index l m
1 2 18
2 4 15
3 6 30

Intermediate MSE level Comparison

0.04-
0.03-
w method
U 0.02- ® Original
= A Var_reduced
0.01-
0.00-
i 2 3
Allotment

FIGURE 1. The estimates for E (f) using different methods with different allotments.

denser, the MSE decreases further. This result suggests that the variance reduction technique is
effective and demonstrates that achieving improved convergence in sampling does not require
excessively fine allotments. These findings are encouraging and point to the potential for apply-
ing this approach to a wider range of models, particularly those in high-dimensional settings.

7. Discussion

There are two interesting recent works in the literature: [17], in which the authors develop
an approximation scheme for a solution of the Poisson equations of a geometrically ergodic
Metropolis—Hastings chain, and construct a sequence of control-variate estimators to decrease
the error variance in the mean estimate; and [9], in which the authors discussed the irreducibil-
ity and geometric ergodicity of the popular Hamiltonian Monte Carlo algorithm in a rigorous
mathematical sense. Motivated by these two works, we have established the CLT and variance
reduction theorem under mild regular conditions for the MHMC algorithm, which implies that
the MHMC algorithm can be applied in a wide range of fields.
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In addition, we offer several concrete examples satisfying the regular conditions, which
suggests that our results can be applied to a broad class of potentials. The simulation results
imply that the method works well in practice.

Some questions arise from our work. The simulations suggest that the approximation
scheme takes effect even if m is not so large, though it is desirable to obtain non-asymptotic
results for the convergence of variance reduction, like in [17, Section 4]. It seems difficult to
analyze the convergence rate when using the diffeomorphism mentioned in (2.4), and alterna-
tive ways are needed. On the other hand, when implementing the approximation scheme, we
use standard Monte Carlo (6.1) to approximate the kernel Q, which may affect the performance
of the scheme. Lastly, an interesting question is how to execute an efficient implementation for
the approximation scheme. We leave these for future work.

Appendix A. Markov chains on R?

For the reader’s convenience, we briefly review some basic concepts and notions about
Markov chains on R in this subsection. [5, 16] are good classic books in this field.

Let (Rd, |- 1) be a standard Euclidean space equipped with its Borel o-field B and
Lebesgue measure p. Consider a time-homogeneous Markov chain (X;, i > 0) with transition
kernel P, ie. Px, A)=P(X; €A |X;_1=x)foralli>1,xe R4, and A € B. For each o -finite
measure 7 on (R?, B), define, for a measurable set A, 7 P(A) = fx <ga T (dx) P(x, A), and, for
a measurable function f: RY - R, Pf(x)= fy crae S (V) P(x, dy). If mP =7 then we say 7 is an
invariant measure for the kernel P. If 7 (dx) P(x, dy) = 7 (dy) P(y, dx), then 7 is reversible with
respect to the kernel P. It is well known that reversibility implies the existence of invariant
probability.

The Markov kernel P is m-irreducible if, for every x € R4 and A € B with 7(A) > 0, there
exists k> 1 such that Pk(x, A) > 0. A set C € B is small if there exist k> 1 and a non-zero
measure v such that, for every x € C, Pk(x, -) > v(-). In particular, a set C is usually referred to
as 1-small if k = 1. With the concept of a small set, irreducibility admits another interpretation.
A Markov chain is called irreducible if there exists a small set C such that, for some ky > 1,
Pko(x, C) > 0 for all x € R¥. Note that if P is m-irreducible, then it is also irreducible since B
is countably generated. A set satisfying the last inequality is sometimes called accessible.

For an accessible small set C € X, its period is defined by

de = ged {k > 1: inf PX(x, C) > o}.
xeC

Note that the set on the right-hand side is well defined, and all accessible small sets have a
common period, say «. A Markov kernel P is called aperiodic if x = 1. One of the remarkable
properties of aperiodicity is that if P is aperiodic then, for each x € R? and each accessible set
A € B, there exists N = N(x, A) > 1 such that Pk(x, A) >0 forall k> N.

A Markov chain with stationary distribution 7 is called Harris recurrent if, for any C € B
with 7(C) > 0 and any x € R?, the chain eventually reaches C from x with probability 1, i.e.
P(there exists n: X, € C| Xo=x)=1.

Total variation distance is often used to measure the distance between distributions. Let vy,
vy be two probability measures; their total variation distance is defined by

1
lvi —valltv = sup |[vi(A) —v2(A)| = 5 sup /fdvl - /fdvz
AeX Ifl1<1
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Given a function V: RY — R™, the V-norm for a function f is defined by

lf(X)I
gt V)

/fdvl—ffdvg.

For an MCMC algorithm with the target distribution 7, we are eager to know whether the
distribution of X} is sufficiently close to m as the iteration proceeds. The quantity commonly
studied is || PK(x, -) — 7 (- )|ITv and the like.

It is well known that if the kernel P is irreducible and aperiodic then, for m-almost every
xeR? limy_, o0 ||Pk(x, ) — 7 (-)|ltv =0. In addition, under some extra conditions the rate of
convergence in this would be geometric. We say the kernel P is geometrically ergodic if there
is a positive constant p < 1 such that, for 7-almost every x € R4, there exists a finite number Ky
with ||P"(x, -) — (- )|ITv < kxp". The concept of geometrically ergodic has been intensively
studied by much literature; see, e.g., [5, 16, 21]. If there exist a r-a.e. finite measurable function
V:R? - [1, oo], a small set C € B3, and constants A € (0, 1), b > 0 such that PV(x) < AV(x) +
bl,cc, we say that P satisfies the Lyapunov drift condition (V, A, b, C).

It is well known that the drift condition is equivalent to geometrical ergodicity when the
kernel P is irreducible, aperiodic, and admits an invariant probability. And the converse is also
true [11].

Geometrical ergodicity plays an important role in the study of Markov chains. In particular,
together with some regular conditions it guarantees that the central limit theorem holds, which
is our concern in the present paper.

IFllv =

and the V-distance between vy and vy is given by

lvi —v2lly == sup

1
2 iy <t

Appendix B. Proof of Lemma 3.1

Proof. (i) We borrow some technical tricks from [17, Proposition 3.3]. For any fixed n > 1,
we extend a, from R? to R? x R4, still denoted by a,, where a,(x, v) = a,(x). By (3.1), it
follows that, foreachi=0, 1, ..., m,,

0"V, (d})
= /Rd Vi(an(®nr(d}, v)))nWea(al, v) dv + V,(d}) (1 — /]Rd nwe(da}, v) dv)
<1+ 8,,)/ Cbh T ))n(v)a(af‘, v)dv+ Vr(al'-’) (1 — /d n(v)a(a;’, v) dv)
R

:Ph,TV,(af) + 8, /Rd Vr(q)h,r(a?, v))n(v)ot(a;', v) dv<(1+ Sn)Ph,TVr(a?).

By the drift condition (1.7), there exist A, €[0,1), b, €(0,4+00), and a compact
set C such that 0V, (a}) < (1 + 8,)PprVr(a?) < (1 + 84,V (a?) + (1 + 8n)by14rec. Since
lim,,_, » 8, = 0, there exists ny > 1 such that, for all n > ng, (1 4+ 3,)A, < 2(1 4+ Ay) < 1. Set
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Ay = %(1 +Ay) and b, = (1 + sup,, §,)b,. If Np > 1 then we enlarge C, keeping the new set
compact, and increase b,, still denoted by b,, such that (3.2) holds for n < Ny. Therefore, we
obtain a compact set C, A, € [0, 1), and b, > 0 such that the drift condition (3.2) holds for all
n>1.

(i) Let C be the compact set constructed above; it suffices to establish (3.3). Since C is
compact, there exists Ry < oo such that C € B(0, Ry). It follows from [9, Theorem 12] that the
ball B(0, Ry) is 1-small for Py 7. Precisely, there exist constants (Lo, vo, So) € Rt x RY x RT
such that, for each i, jO, 1, ..., m,},

(Q(n))ij = PhyT(a?* GJ"I)

> L

min a(x, vIn(v G'NBO, R
> Ly (x,v)eB(O,Rn)xB(vo,so){ (x, vIn( )}M( i ( 0))

=: S’M(Gj'-' N B(0, Ry))

-, (G} N B(O, Ro)) B i
= ¢ u(B(O, RO))W = evn({aj }),

where ¢ = ¢/ u(B(0, Rp)) and vn({a}“}) = /L(G}“ N B(0, Ro))/u(B(0, Ry)). The fact that &’ >0
results from the continuity of «(x, v) and n(v) by Lemma 2.2.

(iii) Set 6* =sup;- & and let E CRY be an open set of radius rg > 8*. Recall that
Vo(x) = e'¥l; then r, := rad(Y,, V,) = co as n — 0o, so there exists ng > 1 such that E C
ﬂnZn 0 V- L([1, ry)). Then we enlarge the set C such that

c;( U Rd\Jg) U () vl ). (B.1)

n<ng n=ngo

It is clear that the right-hand side of (B.1) is bounded, so we may, and do, assume that C is
compact, and thus the drift condition and minorization condition remain valid. Assume further
that Ry in v, is so large that B(0, Ro) still contains C. It suffices to estimate v,(C N Y,,).

For n <ng, note that CN Y, 2 {d!: i=1,2,..., my}, since C2 (Gg)C by (B.1). Hence,

D (CAY 6{“‘1} _ #((GY) nBOR) _ r(GE)) _ B2)
" = ! (B(0, Ro)) w(BO, Ry)) ~ '

i=1

where we used the fact that B(0, Rg) 2 C 2 (G1)°.

For n>ng, let E° be an open ball of radius %rE centered at the center of E. Since
rn=r1ad(Y,, V) =infyegn Vo(y), we have ENGHC V(L r)) NV ([, 00) =2,
which implies that EN G} =@. Note that |y —a,(y)| <8* < %rE for any point y € E’, so
ay(y) € E C C. Therefore, E' C Ui:a;'ec G? and
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1 Uparec G N B(O, Ro) E' N B, R E
(CA Y (Uiapec Gi )Zm OR) __pE) o
w(B(0, Ro)) w(B(0, Ro)) w(B(0, Ro))
where the last inequality results from B(0, R) 2 C2EDE'.
Therefore, if we set
5 _ min {p(E), ming<n, 1((G5)°)}
eu(B(0, Ro)) ’
then € > 0 and ev,(CNY,) > € by (B.2) and (B.3). The proof is complete. U

Appendix C. Proof of Lemma 4.2

Proof. The proof basically follows the same line as [17, Proposition 3.7], with suitable
modification. First, define a new approximate Markov chain on Y, whose transition matrix
and invariant measure are denoted by QU”* and 7y, respectively. Precisely, define, for i, j €
0.1,....m) w2 ([a}) = 7 (GY),

1
(Q(n)*)ij =P, (X € G!'|Xo€ G!) = m /G" 7 (xX)Pp,7(x, Gf) dx,

i

m 1
m(al) = G fG T b

Then we estimate |Ej (f) — Ex (f)| as follows:
IEz, () — Ex(N] < Bz, (1) — Exzx (] + [Exx(f) — Egz (hn)l, (C.1
where we used the fact that Eyx (h,) = Er (f).
Note that |Ez, () — Exs(N| < Ifllv, I = Aullv, < M/ = pDIf v, 75 — 75 QP

We will show that ||} — 7F om llv, converges to zero. Let g: ¥, — R be a function such that
llgllv, <1; we obtain, by the definition of the V-norm,

(7 = 710" = 7 (7~ 0"

_3 (z e (@) [ — Q;@]gw;?))
j=0 \ i=0

=i: (%n(G?)[/G %Phl(x, Gj) dx — Py 1(aj, G}’)])g(af’)

i=0 ,-””(i

( fR 7 [Pur(x. G) ~ Prrlan. 6))] dx) o(a).
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By the equivalence relation in (2.4), it further follows that

my

S ([, w0 6) = P, 67)] 0 e

j=0

=3 [ wga@ndx [ fata, . ) - at o) @
=0 VR? Gj

+3 /R T dx /G glanGEN{an(r, D, ®) — an(@n(x), Hij(a (), H} di
J=0 4

_ f () dx / () (@(an(0), v) — a(x, v)}(v) dv
R4 R4

+ / O dr / | 8lan@)am(x, HCx, ) — an(an), Hianx), D)} di =: 1D 412,
R R

where 7(x, ) = 2)"%? exp { =1 | W,(®)[12} D(x, ). Then it is sufficient to show that both 73
and If,z) tend to zero.

Note that the integrand of I,(ll) is dominated by a m-integrable entity. Indeed, for every
x € R?, we have

‘ /Rd glan()fa(an(x), v) — alx, v)}n(v) dv

< /R . Vi(an(x)|a(an(x), v) — alx, v)|n(v) dv

< (1 -+ Vi) [ T2 ) = o ) v (€2)
n>
which is m-integrable. Also, since the function (x, v) — «(x, v) is continuous on R4, the
right-hand side of (C.2) converges to zero since lim,_, » a,(x) = x. Thus, by the dominated
convergence theorem, we have lim,,_, oo I,(,l) =0.
Turning to 157, set Z,(x, ¥) = an(x, D)7(x, B)an(@(x), 07 (a,(x), X). Using the structure of
Py 7 and (3.1), we get, for every x € R,

fR gl ez, D, D) — (), D), D) di
< f Vi (@n()|Zo(x, ) di
]Rd

< (l + sup (Sn) /1‘@ V()| Zn(x, X)| dx

n>1

< (1 +sup 8,)(Pp,7V,(x) + P17V (an(x)))

n>1
< (14 sup8,) (2 + sup 8,) (A + b)V,(x). (C3)
n>1 n>1
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Fix x € RY. Since Z,(x, ¥) is continuous on R¢ x R by Lemma 2.2, it obviously follows
that
lim V,.(x)|Z,(x, X)|=0, p-ae. (C4)
n—oo

On the other hand, we claim that there exists a constant «, such that
ayg(a,(x), X)n(a,(x), x) <m(x)k, forallxe R, (C.5)

Indeed, by the structure of the Metropolis—Hastings algorithm, we have

an(an(x), )n(an(x), X) < mD(an(x), x) exp{U(an(x)) — U}

1 . -
X exp {—5 Iproj o @h.7(an(), wanm(x))n’*’}

=m(x)

() e

where proj,(x, v) := vand ky := C'(inf,>1 yr(an(x)))_1 for all x, v e RY.

Note that D(a,(x), x) is bounded by Lemma 2.1. Also, it follows from the continuity of
and the definition of §, that (a,(x)) > inf {n(y): yE€ B(x, Sup,> | (Sn)} > 0 for all sufficiently
large n. Thus, we have 0 < k, < 00, and so (C.5) holds true.

Then we can show that, for the fixed x,

Ve(®)|Za(x, B)| < V@[ (0)8, + an(x, ©7ix, ] € L (). (C.6)

Combining (C.3), (C.4), and (C.6) implies that I;> — 0.
Consequently, there exists a constant k¢ > 0 such that

Ez, () = Ez: (N < io(IV +1P) > 0 asn— o0. (C.7)

Finally, we verify that the second term on the right-hand side of (C.1) tends to zero. By the
definition of A, and m,;, we obtain

my

B (1) = By ()l = ) 7 (G}) (fula]') = a(af))

i=0

= n(@n[ftet) - gy [ movera]

= Z /G [f(a?) —f(x)]zr(x)dxz /Rd (f(an(x)) — f(x))m (x) dx.

Note that f is w-a.e. continuous and thus f(a,(x)) —f(x) w-a.e. converges to zero in R4. In
addition, it is easy to see that

[F(an(x) = f@I < IIfllv, (2 + sup 8k)Vr(x) € L' ().

Therefore, the dominated convergence theorem implies that

M [y () — Eng ()] = 0. (C8)
We conclude the proof by inserting (C.7) and (C.8) into (C.1). U
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Appendix D. Proof of Proposition 4.1

Proof. Note that  is reversible with respect to the Markov kernel P r. By the spectral
theory in [5, Chapter 22] we obtain

141
ol(g) = / T, Geldn,
sl—1

where S = Spec(Py, 7| L(z)(ﬂ)) and ¢, is the spectral measure associated with g.

Since Py 7 is V,-uniformly geometrically ergodic, the spectral theory implies that Pj, 7 has
an absolute L2(;r)-spectral gap, i.e. the spectral radius p < 1. Therefore, we obtain

07(g) < / £o(dh) =

where we used the fact that £,(S) = lgll?,, . The proof is complete. O

L)

Appendix E. Proof of Proposition 5.1

Proof. By direct calculation, we easily find that U; belongs to C3(R¢) and satisfies the
conditions in Lemma 5.1. It is now sufficient to show that U, belongs to c3 (Rd ) and admits the

property (5.2). Note that Us(x) = A (xTx + 8)’5 + (b, Ax); then some simple calculus yields

U
2 =B Tx+8) i — (ATh),,
ox; !
92U _
2 =208 (T 8)" oy + 2B — D(xTw +8)"7),
8x,’3x]'
P _ 2018 [Zxk(,B — D x+8)P 785+ 208 — D(xx+8)" (i + xidjx)
8x,~8xj3xk J J J

+ 4xixjx B1B2 (xTx + 8)'873],

where §;; is the Kronecker delta function.

Obviously, all the partial derivatives are continuous and so U € C3(R?). Turning to study
V2U,(x), by the equivalence between norms we only consider the Hilbert—Schmidt (HS) norm
of V2U,(x) to obtain

IV2U2(0)lI3s

<4362 [(xl? +8)P 18+ 2xex(8 — D(Ix])® + 8)P 2]
ij

= Cld(x|* + 8P~ + 48 — D2{IxI*llx? + 8)*P =2 + 48 — Dlx[2(llxl1* + 8% ],

where C is a numeric constant.
Since 8 € (% l) and § > 0, as ||x|| = oo we have

V20, < (IV2U2@)11Es) > = 0. (E.1)
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As for the term || V3 U (x)||, we obtain, by a similar argument,

-2
IV 02 Is = 42387 Y [208 = D(xTx +8)" 2 (udy + 8 + xi60)
ij.k

2
+dxigc( — DB = (xTx+8) ]
= C(B — 1*[(6d + 3d*)(|Ix]1* + &P ~*1x)1* + 48 — 2*(IIxl|* + 8)*P 6| x(|°

+ 1208 — 2)([IxlI* + 8P~ [1x|1*].
which in turn implies, as ||x|| — oo,
IV Uz @) 1]l < 11V Ua () s [lx]| — . (E.2)
Thus, combining (E.1) and (E.2) proves the condition (5.2). U

Appendix F. Proof of Proposition 5.2

Proof. The function |U,(x)| is obviously continuous on R4, Also, note that
|U»(x)] < log [ecfllul\z/Ze%x,m + efcfnvnz/ze%x,w].
Thus, for any y > 1,
|Ur(x)]
im ——— =0.
llxll—=o00 (1 + [|lx[))”
Hence, there exists A; > 0 such that
O
xerd (L+IxIDY —

Namely, condition (1.6a) is verified.
Next, we turn to ||V U(x)||. Note that

Ag. (F.1)

e lInl?/2g=(xn) ) 4 e=c=IVI*/2e=(x0),,
VU ) = =

ec—llnl?/2e—tx,10) 4 g—c—IvI?/2—(x,v)

Then ||[VU(x)|| < ||l + ||v]l. Therefore, for any y in (F.1), there exists Ay > 0 such that
VU2l

Sup ———— < 1=

xerd (1 +[lx[D)”

’

which implies (1.6b).
It remains to prove (1.6c). Some simple calculations yield
exp { (1 + v, x) = 3(lnl + IvI»)] 2

V2 U (x)|lus = i — v
(exp {c — Lluli2} expf—(x, w)} +exp {—c — LIv[2} expl—(x, 1)})°

<1|| |12
— —V < Q.
_2M

Hence, by the mean value theorem there exists a constant A3 > 0 such that, for any x, y € R4,

[VU2(x) = V20|l < Aszllx =yl
Set L4 := max{Ay, Ay, A3}. Conditions (1.6a)—(1.6c) are now verified. U
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