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Abstract

A retrial queue with classical retrial policy, where each blocked customer in the orbit retries for service, and general
retrial times is modeled by a piecewise deterministic Markov process (PDMP). From the extended generator of the
PDMP of the retrial queue, we derive the associated martingales. These results are used to derive the conditional
expected number of customers in the orbit in the transient regime.

1. Introduction

Retrial queueing models are specified by the following feature: an external arriving customer which
finds all the servers busy joins a virtual waiting area, called orbit, instead of leaving the system and
becomes a blocked customer. The blocked customers in the orbit are allowed to retry their luck to capture
the service area after a random amount of time. Time intervals between these attempts are called retrial
times or repeated times. Queueing systems with repeated times are regarded as a special part of queueing
theory, which has a wide field of possible applications such as computer and communication networks.
Telephone exchanges in a call center are a well-known application of retrial queues in the literature. This
problem was tackled by Fayolle [14] in the case of a constant type of retrial policy where the recall rate
is independent of the number of blocked customers. Fayolle [14] has analyzed the stationary distribution
of the system states and the sojourn time distribution for an M/M/1 queue with a constant retrial policy.
This analysis was extended to the case of an M/G/1 queue in Farahmand [13], as well as the case of a
G/M/1 system in Lillo [19]. In the work of Kim et al. [18], the analysis of the G/M/1 system became
simpler compared to Lillo [19] by using the matrix analytic technique. Alternatively, blocked customers
may also attempt to get served at the same time. This refers to the classical retrial policy which states
that each customer in the orbit tries to capture the server independently of the other customers. Thus,
the retrial rate depends on the number of blocked customers. Retrial queues with classical retrial policy
were extensively studied in the literature [11,12] .

All of the above-quoted works have supposed the exponential distribution for repeated time. Mean-
while, in our study, we consider general retrial time distribution. Research in this direction is so limited
especially when dealing with the case of a blocked customer who acts independently of the other cus-
tomers in the orbit. The first attempt to generalize the retrial time distribution was done by Kapyrin
[16] for a classical retrial policy, but Falin [10] has shown later that his approach was incorrect.
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In Kernane [17], the stability condition was determined for an M/G/1 retrial queue with general retrial
times and classical retrial policy by assuming also that the process of service times is stationary and
ergodic. In the references [2,20,21] , only some approximations and simulations are presented for mod-
els with phase-type retrial time. Therefore, dealing with general retrial times in the case of classical
retrial policy is a challenging research problem in retrial queueing theory.

In this paper, we analyze the M/G/1 retrial queue as a piecewise deterministic Markov process
(PDMP) instead of studying it using the traditional methods, such as the embedded Markov chain and
the supplementary variable methods. This new approach makes it possible to study the dynamics of
such a complicated model in greater depth as well as to derive the performance quantities, by means
of martingales, in a transient regime which is difficult to investigate even for simple Markovian queues.
In fact, PDMP modelization has been introduced to analyze several models in the literature including
queueing and epidemic models [1,3,15] . However, the similarity between the dynamics of the SIR
model with general infectious period distribution and those of the M/G/1 queue with general retrial
times, which is clearly outstanding in Gémez-Corral and Lépez-Garcia [15], has most motivated us to
carry out this work.

In Section 2, we recall the PDMP framework. In Section 3, we model the dynamics of the retrial
queue with classical retrial policy and general retrial times by a PDMP. From the extended generator of
the PDMP modeling the retrial queue, we derive the associated martingales in Section 4. In Section 5,
we utilize these results to derive the conditional expected number of blocked customers in a transient
regime. We end the paper with a conclusion in Section 6 giving some areas that can be studied for future
works on the subject.

2. The PDMP framework

Piecewise deterministic Markov processes were introduced by Davis [7] as a general family of non-
diffusion stochastic models. These Markov processes consist of a mixture of deterministic motion
and random jumps. The class of PDMPs provides a framework for studying optimization problems
especially in queueing systems [1,8] . As shown in Davis [7] and then extensively indicated in Davis
[8], a PDMP can be explicitly determined by means of three parameters (¥,4, Q). Let X(¢) be a
PDMP in a state space E defined as follows. Let K be a countable set and d : K — N be a
given function. For each v € K, M, is an open set of RY ). Then, E = J,cx My, = {(v,&) :
v e K,&e M,}. Denote by & the o-algebra generated by the Borel subsets of E. The state of the
process will be denoted by X(¢) = (v(t),&(t)) and the characteristics X, A and Q are defined as
follows:

* X ={X,,v € K} is alocally Lipschitz continuous vector fields in E with flow functions ¢, (z, ) for
eaché e M,,.

* 1:E — R, is the jump rate. It is assumed that this function is measurable and for all x = (v, £) € E,
there exists € > 0 such that fos A, (2, &)) dr exists.

* Q:(EUJE)xE — [0,1], with 0*E = |, cx 0" M, where
M, ={&" € OM, : ¢,(t,&) =¢', forall (z,¢) € Ry X M, }, a transition measure specifying the
post-jump locations with Q(x; {x}) = 0. Note that M, is the boundary of M,, and 9*M,, represents
those boundary points at which the flow exits from M,,.

With a convenient choice of the state space E and parameters X, A and Q it is possible to model
almost all non-diffusion processes found in the literature. Several important applications were presented
in Davis [7,8] . The motion of the PDMP depends on the characteristics X, A and Q in the following
way. Starting from a point x = (v,¢) € E, we select a jump time 7; with distribution function
Po(Ti > 1) = L (v exp{— [} A($,(5.€)) ds}, where 1.(x) = inf{r € R, : ¢, (t.€) € 3"M,}. The
deterministic variable ¢, (x) denotes the time until the set 9*E is reached from a state x € E. Now select
a random variable Z; having distribution Q(¢, (71, £); ). Hence, the trajectory of X(¢) for ¢t < Ty is
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given by

X(Z)— (U’¢v(t,§)) fort < Ty;
- Z fort =T;.

Starting from X (77) we now select the next inter-jump time 7, — 77 and the post-jump location X (75)
in a similar way. This gives a piecewise deterministic trajectory (X (¢)) with jump times 77,75, ... and
post-jump locations Z;, Z,, . . .. The sequence of random variables {Z,,} is the Markov chain associated
with the original process X (¢), so that previous results on the well-known discrete-time Markov chains
were used to investigate the stability and ergodicity of PDMPs, see [4,5,9] . Furthermore, it is assumed
that there are only finite many jumps of X(¢) in any finite time interval (see assumption 3.1 in Davis
[7] or assumption 24.4 in Davis [8]). Thus, if Z, is the initial point then the associated Markov chain
{Z,,,n = 0} has the transition measure ¥ : EU §*"E x & — [0, 1] given by:

1, (x)
P(x; A) = /0 0(60(5.£): A)A(D (5.£)) exp(~A(s. x) ds
+0(60 (1. (x), £): A) exp(=A(1. (x), 2)).

where A(z,x) = fot APy (s,&))dsforallx e Eand 0 < ¢ < 1.(x).
Note that A(.(x),x) = oo whenever ¢, (x) = .

3. M/G/1 queue with general retrial times as a PDMP

The model considered is an M/G/1 retrial queue. Customers arrive to the system according to a Poisson
process with rate A. Each incoming customer that finds the server busy joins the orbit. Service times
are i.i.d. with the same general distribution function F. After a random time in the orbit, each blocked
customer repeats his attempt to enter service. Retrial times are i.i.d. with the same general distribution
function G. Inter-arrivals, service periods and retrial times are assumed to be mutually independent. The
model studied can be represented as a PDMP in the following way. Let (X (7) = (v(¢),£(¢));t € R,),
where v(t) = (C(t),N(t)) and £(¢) = (Y(¢),R(¢)), be the PDMP describing the system state at
time ¢. The component C(t) represents the state of the server (C(¢) equals 1 or 0 according as the
server is busy or free), N(¢) is the number of the blocked customers, Y (¢) is the residual service
time and R(#) = (Ri(?), R2(2), ..., Ry () (t)) where Ri(#) denotes the remaining retrial time of the
kth blocked customer for 1 < k < N(t). The considered process is defined on the state space E =
(EO U 6*E0) U (E[ U G*El), where EO = {(O,n,(),rl,rz, . .,rn), n €N, 0 < ry <rp<---< rn},
0By ={(0,n,0,0,72,...,7), neN", O<ry <---<r,}, By ={(1,n,y,r1,r2,...,1,), n €N, y >
0,0<ri<r<---<rytand 0*E, ={(1,n,0,r,r2,...,rn), €N, 0<r; <rp <---<r,}. This
particular formulation of the state space E allows us to specify the transition measure Q(x;-) of X(¢)
effortlessly and one can see that it remains suitable to our case where all blocked customers retry to
capture the service simultaneously.
Define the flow function ¢:
¢(t’x):{(O,n,O,rl—t,rz—t,...,rn—t) for x € Ey;
(Ln,y—t,ry—t,rp—t,...,r,—t) forx € E.

We also give some notations for further use. Let B, 1) be the o-algebra of Borel sets on the interval
(a,b) and B, be the Borel o-algebra on the set F™ = {(uy,...,u,) € (0,00)" : 4y < --- < u,}. We
define the following function as well for A € 3,

1 if(ul,...,u,,) € A,
0 otherwise.

1a(uy, ... u,) = {
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In the same spirit of Gémez-Corral and Lépez-Garcia [15] and Breuer[1], in order to describe the
jumps that can occur more clearly, we are going to introduce three transition measures Q, O, and Q3
which reflect the transitions associated with the arrival process, the service achievement and the removal
of a blocked customer from the orbit, respectively.

For states x € E, the transition measure Q (x; ) is given by

Q1(x; {1} x {n} x AX B) = F(A)1(r1,....rn),

where A € B(g,) and B € ;.

The transition measure Q(x;-) captures the transition from state (0,n,0,ry,...,r,) to state
(L,n,y,ry,...,r,) related to a new external incoming customer to the queueing system that joins the
idle server immediately.

For states x € 0*Ey, A € B(),) and B € 8,1, the transition measure Q3(x;-) is given by

O3(x; {1} x{n—1} x AXB) = F(A)1g(r2,...,1).

This refers to the transition from state (0,7,0,0,72,...,r,) tostate (1,n—1,y,r{,...,r
when a blocked customer joins the idle server.

In a similar manner, we determine the transition measures Q (x; -) and Q,(x; -) for states x € E; and
x € 0"Ey, respectively. The transition measure Q(x; -) is specified as follows:

) occurring

’
n-1

(i) For A € B(),«), B € B(0,,) and sets C € B,
O1(x; {1} x{n+1} x AXBXC) =14(y)G(B)1c(ry,...,1y).
(ii) For A € B(9,0), sets B € Bx, C € By, r,,,) and sets D € By,
Q1(x; {1} x{n+1} X AXBXCxD)=1a(y)15(r1,...,1x)G(C)1p (Frs1y ... 10).
(iii) A € B(0,0), sets B € 8, and C € By;,, o),

O1(x; {1} x{n+1} x AXBXC)=1,(y)15(r1,...,r)G(C).

The transition measure Q(x; -) captures the transition from state (1,n,y,ry,...,r,) to state (1,n+
Ly, r{,...,r, 1, ) resulting when an incoming customer finds the server busy, therefore it joins the
orbit. Thus, it becomes a blocked customer and a new remaining retrial time generated from G must
be added to the vector (ry,...,r,) in its convenient place yielding to a new vector of remaining retrial
times (r{,. .. ,r;,r;&l) withr{ <---<r) <7l .

Finally, the transition measure Q;(x; ) associated with the transition from state (1,7,0,r,...,r,)
to state (0,n,0,ry,...,r,), when the server becomes idle, is given by

Q2 (x; {0} x {n} x {0} x A) = 1a(r1,....7n),

where A € 5,,.
Note that, for our process, the jump rate is exactly the arrival rate 1. Hence, we have A(t,x) =

S A(p(s,x)) ds = Ar.

4. The associated martingales

In this section, we will derive the martingales associated with the PDMP that models our retrial queue
using its extended generator.
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Theorem 1. For0<z, <1,0<z, <1,y >0and?d > 0, the function
ZIC(I)Z;V(I) e—yY(l) e—éZkN:(]”Rk(l) e@c(,)(l) (41)

with

(A =N()0)t —In{Az20r(6) + ¥}
Ocry(t) =3 +In{dz195(6) [ 12RO 1] 4 A7,0(6) +y} for C(t) = 0; 4.2)
(A = Az220r(6) — N(1)6 — y)t for C(t) = 1.

is a martingale for states x € Ec (), where

o)

os(y) = /O eV AF(y) and gp(s) = /O " dG(r).

Proof. The infinitesimal generator of the process X(¢), acting on a function f(i,n,y,ry,...,rp,t) €
D(G), is given by

gf(()’n’o»rl’rz»"-’rn?t)

=/l/ [f(L,n,y, 7, ...t t) = f(O,n,0,r 1,70, ..., 1)] dF (y)
0
L 0
_Z—f(O,n,O,rl,rg,...,r,,,t)+—f(O,n,O,rl,rz,...,rn,t). 4.3)
k:](?rk ot

gf(l’n’yarl’r25'~'7rn7t)

=/l/ [f(,n+1,y,r1,72, .ot t) — f(Ln,y, 71,72, ooy 7y £)] G (Fryr)
0

0 0
_af(larhyar]?rz"",rn’t)_;6_r_kf(1’n’y7r1’r27'-"rn7t)

0
+Ef(l,n,y,rl,rg,...,r,,,t). 4.4)

where D(G) is the domain of the generator G which consists of those functions f(i,n,y,ry,...,rn,t)
that are differentiable with respect to y,ry,...,r, and ¢ for all i,n,y,r,...,r,,t, and satisfy the
boundary conditions derived from Eq. (5.4) in Davis [7]

f(0,n,0,0,r5,...,7,,1) = / f(Ln="1y,r,....r_,t)dF (y); 4.5)
0
f(,n0,r,...,ry,t) = f(0,n,0,r1,...,r,,1); 4.6)
where (r{, e, rr’l_l) = (r2,...,ry) and verify the integrability conditions

E{'/wf(l,n,y,rl,...,rn,t)dF(y) - f(0,n,0,r1,...,1y,1) } < o0; 4.7
0

d
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Define now the function
Flny,ri,r2y . Ty t) = 2525 €™ e O Zia Tk gOi(1) 4.9)
where 0;(7) is given by Eq. (4.2) for C(¢) =i, i € {0, 1}.
By substituting Eq. (4.9) in Eq. (4.3) fori = 0, we get
GIO.n,0,r1,r2, . 1 1) = A / (o177 "0 — 1] dF (y) + ) 6+ 0(1)
0 k=1

= Az1 e D00 g (y) = A+ 16 +0)(1)
(Az29R (0) +y) e~ 12er(O1))

=A
Zl/lzl(ps(‘)’) [e—(/lzztﬁk(5)+7) _ 1] +/11290R(5) +y905(7)
—A+nd+A-nd
(1220 (6) +y) e~ (A22#r(8)+7)
- Az19s5(¥)

Az1ps(y) [e(12er(9)+) — 1] + A2 (6) + 7y
=0.

Similarly, we substitute Eq. (4.9) in Eq. (4.4) fori = 1.

Gf(Ln,y,ri,ra,...,rpt) = /l/ [22 €% G (rpe1) + 7y + 16 + 6] (1)
0

= A220r(6) — A+ 7y +nd +61(t)
=A220r(0) —A+y+nd+A—Az2pr(6) —né —y
=0.

Hence, by the property of the infinitesimal generator, Eq. (4.1) is a martingale for the process X (7). O

Theorem 2. Let 1y and 1| be the stopping times that end the server inactivity period (when the process
stays in Ey) and the server occupation period (when the process stays in By ), respectively. The processes

F(C@),N(),Y(1),R(1),1) — £(0,N(0),0,R(0),0)
—/tgf(O,N(s),O, R(s),s)ds fort e [0, 7] (4.10)
0
and
F(C(0),N(@),Y(1),R(2),1) - f(1,N(0),Y(0),R(0),0)
—/tQf(l,N(s),Y(s),R(s),s)ds Jort € [0,7] 4.11)
0
are martingales for any function f € D(G).

Proof. Define the following process

Mf(t)=f(X(t))—f(X(0))—/0 Gf(X(s))ds

where G is the infinitesimal generator of the PDMP X (7) and f is a measurable function satisfying
(i)—(iii) in Theorem 5.5 of Davis [7]. Hence, according to Proposition 14.13 in Davis [8], M/ () is a
martingale.
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Using the generators Eqgs. (4.3) and (4.4), the result follows immediately. O

Note that according to the treatment of our model as a PDMP, stopping times 7y and 7| are given
by the random variables min(A(t), Ry (¢)) and Y (), respectively. The component A(z) refers to the
inter-arrival time which is exponentially distributed with parameter A.

5. Mean number of customers in the orbit

In this section, we will derive the expected number of customers blocked in the orbit during the periods of
inactivity and occupation of the server separately. To this end, we will mainly use the result of Theorem
2. In fact, authors in Dassios and Zhao [6] have shown that this method based on martingales allows
to calculate any moment of N (¢) without taking into account the stability condition (see Theorems 3.6
and 3.8).

Theorem 3. The conditional expectation of the number of blocked customers N(t) given N(0) = ng
and Y (0) = yo (when Y (t) € By U 0*E,) is given by:

no + At fort € [0, 19];

E[N(D)IN(0) = no] = n0+/lt+ﬂi(yo—t) -1 forte[0,7].
1

where i, = /Ow ydF(y).
Proof. By setting f(i,n,y,ry,...,r,,t) = y+nu; and verifying the conditions Egs. (4.5)—(4.8), we have
Gf0,n,0,r,ra,...,rp,t) =Adu; and Gf(L,n,y,ri,ra, ..., e, t) = du; — 1.

According to Theorem 2, Y (¢)+ N () i1 —nopy —fot Ay dsand Y (£)+N (1) —yo—nopy —fot(/l,ul -1)ds
are martingales. Hence, for ¢ € [0, 79]

E[N(1)|N(0) = ng] = /%E[Y(t)] +Af +ng (5.1
and for ¢ € [0, 7]
E[N()|N(0) = no,Y(0) = yol =no + At + Iuil(yo -t - E[Y(1)]). (5.2)
Besides, we have
LR

By substituting E[Y(¢)] in Egs. (5.1) and (5.2), the result follows. O

6. Conclusion

The M/G/1 retrial queue with classical retrial policy, where each blocked customer in the orbit retries
for service, and general retrial times has been modeled by aPDMP. Using the extended generator of
the PDMP, we have derived the associated martingales capturing the dynamics of the retrial queue.
These results have been exploited to find the conditional expected number of customers in the orbit in
a transient regime. The approach of modeling with PDMPs can be applied to other retrial policies such
as the constant retrial policy and the control policy. In further works, we will investigate the stationary
regime of the considered model through the PDMP framework.
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