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Abstract

The ground delay program (GDP) is a commonly used tool in air traffic management. Developing a departure flight
delay prediction model based on GDP can aid airlines and control authorities in better flight planning and adjusting
air traffic control strategies. A model that combines the improved sparrow search algorithm (ISSA) and Multilayer
Perceptron (MLP) has been proposed to minimise prediction errors. The ISSA uses tent chaotic mapping, dynamic
adaptive weights, and Levy flight strategy to enhance the algorithm’s accuracy for the sparrow search algorithm
(SSA). The MLP model’s hyperparameters are optimised using the ISSA to improve the model’s prediction accu-
racy and generalisation performance. Experiments were performed using actual GDP-generated departure flight
delay data and compared with other machine learning techniques and optimisation algorithms. The results of the
experiments show that the mean absolute error (MAE) and root mean square error (RMSE) of the ISSA-MLP model
are 16.8 and 24.2, respectively. These values are 5.61%, 6.3% and 1.8% higher in MAE and 4.4%, 5.1% and 2.5%
higher in RMSE compared to SSA, particle swarm optimisation (PSO) and grey wolf optimisation (GWO). The
ISSA-MLP model has been verified to have good predictive and practical value.

Nomenclature

STD standard deviation

GDP ground delay program

TFM traffic flow management

ETD estimated time of departure

CTD controlled time of departure
ATC air traffic control

TAF terminal aerodrome forecasts
METAR meteorological aerodrome report
SVM support vector machine

ELM extreme learning machine
XGboost extreme gradient boosting tree
AAR arrival aircraft rate

MARL multi-agent reinforcement learning
DON Q-learning network

RMSE root mean square error

MAE mean absolute error
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SSA sparrow search algorithm

ISSA improved sparrow search algorithm
MLP Multilayer Perceptrona

GWO grey wolf optimisation

PSO particle swarm optimisation

SHAP Shapley additive explanations
Greek symbol

o random number between (0, 1]

p normally distributed random number obeying a mean of 0 and a variance of 1
JTRY) normal distribution

T constant value of 1.5

e very small constants

1.0 Introduction

In contemporary times, as the aviation industry steadily expands, flight delays have emerged as a primary
concern impacting both passenger travel experience and airline operational efficiency. In unfavoUrable
weather or airspace congestion scenarios, air traffic controllers typically implement ground delay pro-
grams (GDP), which are among the principal contributors to flight delays [1, 2]. Thus, investigating
the ramifications of GDP on departure flight delays can furnish significant insights to the concerned
authorities, enabling them to formulate more effective strategies for airport flight management.

Several research endeavors have explored GDP from various angles, encompassing modeling simu-
lation techniques and machine learning approaches. The primary objective of the modeling simulation
methodology is to mitigate aviation disruptions [3] by employing an integer planning model to determine
the optimal amalgamation of ground waiting and rerouting strategies. Avijit Mukherjee et al. [4] intro-
duced an algorithm for ascertaining flight departure delays using probabilistic airport capacity forecasts,
which employs a static stochastic ground waiting model to optimise the number of scheduled incoming
flights in multiple stages. This approach is simpler to implement than earlier stochastic dynamic opti-
misation models and presents a fresh perspective on the ground waiting issue. Yan et al. [5] formulated
a comprehensive platform for simulating flight operations during GDP and proposed an algorithm to
resolve the route recovery problem in such scenarios. Jacquillat [6] introduced a new passenger-centric
approach ground delay programs (GDP-PAX) optimisation approach that devised a large-scale inte-
ger optimisation model and reported considerable reductions in passenger delays at a slight increase in
flight delay costs. Liu et al. [7] proposed a framework for joint optimisation of GDP parameters under
uncertain airport capacity, resulting in significant reduction of delay times and improvement of opera-
tional efficiency, while maintaining the acceptable level of air traffic control (ATC) safety risk. These
models all focus on different perspectives in solving the GDP problem by adding more constraints. The
advantage is that optimal solutions can be obtained under certain conditions, but for large-scale integer
planning problems, planning methods are often very time-consuming. They cannot even be solved in a
finite amount of time, making it difficult to meet real-time traffic management needs.

In light of the escalating data storage capacity and enhanced computational capabilities witnessed
in recent years, research endeavors have increasingly harnessed the potential of data mining tech-
niques. This development has, in turn, stimulated investigations into the conundrum of ground delay
programs employing machine learning methodologies [8]. Prominent research methods that are com-
monly utilised include Bayesian networks, neural networks, support vector machines, reinforcement
learning and random forests [9, 10]. Smith et al. [11] implemented support vector machine (SVM) algo-
rithms and terminal forecast (TAF) data to predict the arrival aircraft rate (AAR), which was employed
to determine the duration of GDP. Mangortey [12] evaluated a range of machine learning algorithms to
combine fused weather and flight time data and identified that the random forest model was the most
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precise model for prediction. Liu et al. [13] utilised SVM to examine the relationship between convec-
tive weather and GDP to obtain a score, analysed multiple airports to create a GDP duration prediction
model, and compared the best prediction results among seven regression models, reporting that the elas-
tic network model was the best. Chen et al. [14] applied multi-agent reinforcement learning (MARL)
to simulate the use of GDP to address demand and capacity balancing issues in high-density situations
in the pre-tactical phase. The MARL approach utilising a double Q-learning network (DQN) has the
potential to significantly reduce the number of delayed flights and the average delay duration. Dong
et al. [15] conducted a preliminary analysis of flight delay prediction due to GDP and concluded that
the best predictions were achieved using a decision tree model. Yu et al. [16] proposed a novel deep
belief network approach to mine the intrinsic patterns of flight delays, proposed an effective flight delay
prediction model, and fused SVM with DBN to implement supervised fine-tuning within the prediction
architecture. Micha Zoutendijk et al. [17] used two probabilistic prediction algorithms, hybrid density
networks and random forest regression to forecast individual flight delays, both of which estimated the
delay distribution of arriving and departing flights well, with an average absolute error of fewer than
15 minutes. Ehsan Esmaeilzadeh et al. [18] used an SVM model to explore the non-linear relationship
between flight delay outcomes, and the results showed that pushback delay was the most crucial cause.
Mokhtarimousavi et al. [19] used two methods to investigate the relationship between significant vari-
ables and flight delays, firstly by a random parameter logit model to undery usingstand the potential
significant variables of flight delays and then by an SVM model trained by the artificial bee colony
(ABC) algorithm to explore the non-linear relationship between flight delay outcomes and causes.

To summarise, while operational research methods can identify the optimal timing or geographic
range for GDP release [7], they do not provide information on when delays are likely to happen, which
is essential for airlines and passengers. Furthermore, most existing research has focused on GDP-related
feature processing, with little attention given to machine learning models and their parameters, leading
to poor generalisation of the models [20]. Therefore, this study further investigates the flight delays that
will be generated under the implementation of GDP, and proposes a departure flight delay prediction
model based on MLP and an ISSA for hyperparameter search. The model is tested using actual departure
flight delay data, and the results show that the ISSA-MLP model can accurately predict delays caused
by GDP, thus demonstrating its reliability and stability.

2.0 Improved sparrow search algorithm
2.1 Sparrow search algorithm

The SSA is a recently developed swarm intelligence optimisation technique proposed by Xue et al. [21]

in 2020. The algorithm models the foraging and anti-predatory behaviour of sparrows and categorises

them into three types: finders, joiners and detectors, each with their corresponding behavioural rules.

The algorithm assumes that the search space has d dimensions and there are n sparrows in the swarm.
The position of the finder is updated as shown in Equation (1):

X -exp (=£),R, < ST

1 W aT

Xi=q M
X, +Q-LR,>ST

where ¢ is the current number of iterations; 7" is the maximum number of iterations; Xl.”[ is the current
sparrow position; « is a random number between (0, 1]; Q is a random number that fits the normal
distribution; L is the unit matrix of 1 x d; R, is the alert value; and ST is the safety value.

The position of the joiner is updated as shown in Equation (2):

Xworst—X!; . n
Q~exp(T”), >3

X 4+ X[, — XIT - AT - L, otherwise

X = )
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where X, denotes the global worst position; X, denotes the best position occupied by the finder;
A denotes a matrix of 1 x d where each element is randomly assigned a value of 1 or —1 and A* =
AT(AAT)

The detectors make up 10%-20% of the total number of sparrows and their position is updated as
shown in Equation (3):

Xéest + :3 ' X,’J - Xlrjesl »ﬁ >fg‘4

X' - X, ®
I ol Wi 1 A
N (f;_fw)+8 f fg

where X|_ denotes the current global optimum position; B is the step control parameter for a normally
distributed random number obeying a mean of O and a variance of 1; K is a random number between —1
and 1; f; denotes the current sparrow’s fitness value; f, and f,, denote the current global optimum fitness

and worst fitness, respectively; and ¢ is the smallest constant to avoid zero in the denominator.

2.2 Improved approach for sparrow search algorithm

The limitation of the SSA algorithm in tackling complex optimisation problems is its low convergence
accuracy and the tendency to converge to a local optimum. To counteract these drawbacks, ISSA was
introduced to enhance the global optimisation capabilities of the algorithm. Three key improvements
were made to the SSA algorithm: (1) the initial population was optimised using the tent chaotic mapping;
(2) dynamic adaptive weights were integrated into the finder to balance the algorithm’s global search
and local exploitation ability; (3) the detector was enhanced with a Levy flight strategy to disrupt the
current optimal solution and reinforce the local search ability.

2.2.1 Tent chaos map

Chaotic mapping is a term used to describe the random motion that arises from a deterministic equation.
This motion exhibits both periodicity and inherent randomness within a phase space. By introducing
chaotic mapping to an algorithm, the diversity of the initial population can be increased, leading to
improved optimisation capabilities. Compared to logistic chaos, the tent chaotic map demonstrates more
pronounced chaotic features [22]. Therefore, the tent chaotic map was utilised in this study to initialise
the population, generating an initial population with high diversity. The equation for the tent chaotic
map is provided in Equation (4):

&,Oiy,éa
a
Yir1 = 1—y, 4
sa<yi§1

where a € (0, 1); i is the number of iterations.
In the tent mapping formula, a is generally taken to be 0.5. The tent mapping is used to generate a
chaotic sequence matrix to initialise the sparrow population, as shown in Equation (5):

X=Xy + X — Xip) X yi )

where X;, and X, are the upper and lower bounds for each individual in each dimension and X; is the
mapped individual.

2.2.2 Dynamic adaptive weights
This study introduces dynamic adaptive weights for the finder to enhance the global search capability
and convergence rate of SSA. This is done to mitigate the likelihood of an individual falling into a locally
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Figure 1. Dynamic adaptive weight change curves.

optimal solution due to insufficient search capability when it is near the optimal solution. The dynamic
adaptive weights are represented mathematically as w and are illustrated in Equation (6):

X{J»w-exp (;IT>,R2 < ST
(x.

X{;" = ©6)
X, +Q LR 28T
The dynamic adaptive weights w equation is shown in Equation (7):
e([/Tmax) — l
w=1l—- ——— @)
e—1

where t is the current number of iterations and T,,,, is the maximum number of iterations.
Implementing dynamic adaptive weights enables adaptive regulation of the finder’s position. As

depicted in Fig. 1, higher initial values of w correspond to a larger search range for the algorithm.

Towards the end of the iteration, lower values of w facilitate the algorithm’s local development.

2.2.3 Levy flight strategy

Levy flight [23] is a unique random wandering model that characterises motion in terms of random
step lengths and directions. In Levy flight, these step lengths and directions are random and possess a
long-tailed distribution, occasionally including extreme values. Adding the Levy flight strategy to the
detector can now perturb the optimal solution and prevent getting trapped in a locally optimal solution.
The revised formulation of the detector is given by Equation (8):

Levy (A) - Xp, + B - | X!, — Levy (1) - X}

Ji> e

est est

Xt+1 —

‘t t
L] -

ij worst
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Algorithm 1 The framework of the ISSA.

Initialisation:
Maximum number of iterations is 7'
Number of finders is PD
Number of detectors is SD
The alert value is R,
Number of sparrows is n
Initialise the position of n sparrows according to Equation (5)
Iteration:
1: while (r <T)

fori=(PD+1):n
Update the position of the joiner using the Equation (2)
9: end for
10: fori=1:SD
11: Update the position of the detector using the Equation (8)
12:  end for
13:  Get current update position
14: If the new position is better than the previous one, update it
15: t=1+1
16: end while
17:  Output the best solution

2: Rank the fitness values to identify the current best and worst individuals
3: R,=rand (1)

4: fori=1:PD

5: Update the position of the finder using the Equation (6)

6: end for

7:

8:

The symbol Levy () denotes the random number that follows the Levy distribution. To calculate
Levy (1), the Mantegna algorithm can be used, as shown in Equation (9).

o ©
- [v|\/e

©))

where s is the Levy flight stage length; 7 =1.5; © and v obey a normal distribution, © ~ N (0, ai),
v~N (0,0?), 07 =1; 07 can be calculated from Equation (10).

T (147)-sin (7 -7/2) }
0, = (10)
F[(1+1)/2] 7-2002

where I is the gamma function.
The detailed steps of ISSA are presented in pseudocode form in Algorithm 1.

2.3 Benchmark function experiments

To evaluate the effectiveness of ISSA in solving the optimisation problems presented in this paper, six
test functions were simulated and are listed in Table 1. Among them, F; and F, were unimodal functions,
F; and F, were multimodal functions, and F’s and F were fixed-dimensional functions. The performance
of ISSA was compared with that of standard SSA, GWO and PSO using a population size of 30 and 300
iterations for all algorithms.
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Table 1. Benchmarking functions

Function Dimension Rank Best value
Fi(x) =X, x| + T, x| 30 [—10,10] 0
F(x) =32, (2., x) 30 [—100,100] 0
Fy(x) = =, [ — 10cos(27x;) + 10] 30 [-5.12,5.12] 0
Fi) = 7 B — T cos (%) +1 30 [—600,600] 0

Fs (x) =4x3 4 2.1x} + 15§+ xix, — 402 + 4} 2 [-5.5] ~1.0316

—0.1

/24,2
100,'\7|er2
ks

Foe(x)=—] |e sin (x;) sin (x,)| + 1 2 [—10,10] —1

Table 2. Algorithm parameter setting

Algorithm Parameter

ISSA PD =70%; SD = 20%; R, =0.8
SSA PD =70%; SD =20%; R, =0.8
GWO a decreases linearly from [2, 0]
PSO w=0.8; C; =0.5;C,=0.5

The simulation experiments were conducted in Python 3.9. The parameters of the four algorithms
were set as presented in Table 2, and 30 independent experiments were performed for each function
to eliminate any chance bias. The optimal values, average values and standard deviation (STD) of the
results are presented in Table 3. To better visualise the optimisation performance of the algorithms, the
convergence curves of ISSA, SSA, GWO and PSO for the six tested functions are included in Fig. 2.

The analysis presented in Table 3 indicates that the ISSA algorithm outperforms other algorithms
regarding the optimal solutions for unimodal and multimodal functions. For the unimodal functions, the
optimal solutions obtained by the ISSA algorithm are all zero, whereas other algorithms produce larger
values. Similarly, the ISSA algorithm’s optimal solutions for the multimodal functions are also all zero,
while other algorithms produce larger values. This demonstrates that the ISSA algorithm has higher
accuracy and more robust global search capability. Regarding fixed dimensional functions, the ISSA
algorithm performs comparably to other algorithms, but its mean and standard deviation are relatively
small, suggesting better stability. The ISSA algorithm performs well in solving optimisation problems
and exhibits significant advantages, especially in unimodal and multimodal functions.

In Fig. 2, the convergence curves for the six test functions are displayed. It is evident that ISSA
outperforms the other optimisation algorithms in terms of accuracy and convergence speed, except for
F5. The superiority of ISSA is not as apparent in F’5 because the test functions are not very intricate, and
thus all the algorithms can find optimal solutions. Nonetheless, ISSA is still more efficient in this case.

3.0 ISSA-MLP Model for predicting delays in departing flights due to ground delay program
3.1 Multilayer Perceptron

The Multilayer Perceptron [24] is a feed-forward neural network architecture, as depicted in Fig. 3.
Comprising an input layer, multiple hidden layers and an output layer, it acquires the mapping association
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Table 3. Benchmark function simulation results

Type Function Statistics  ISSA SSA GWO PSO
Best 0 1.28e-300 8.23e-18 67.04
F, Average 2.92e-13 7.44e-06 1.42e-16  113.02

STD 1.57e-12  2.38e-05 1.65e-16 24.77

Unimodal benchmark functions
Best 0 2.95e-134 2.87e-27 6.05 x 10°

F, Average 1.94e-25 2.40e-09 4.69e-24 7.24 x 10°
STD  7.44e-25 9.19e-09 2.25e-23 3.01 x 10*

Best 0 0 0 116.04
F; Average 0 8.36e-12 4.73e-16  228.50
STD 0 3.11e-11 1.64e-15 46.93
Multimodal benchmark functions
Best 0 0 0 90.03
Fy Average 0 4.62e-13  5.18e-17  289.49
STD 0 1.77e-12  1.93e-16 111.14

Best —-1.0316 -1.0316 -—-1.0316 —1.0316
Fs Average —1.0310 —-1.0309 —-1.0267 —1.0316
STD 0.00068  0.0010  0.01233  4.27e-16

Fixed dimensional functions

Best -1 -1.0 -1.0 —0.08
Fs Average  —0.96 —-0.07 —0.96 —0.05
STD 0.14 0.24 0.17 0.03

between the input and output signals by applying a nonlinear transformation to the input signal. The
formula for its forward propagation is expressed as Equation (11).

KO =f (W(l)h(l—l) + b(l)) (1 1)

where A denotes the output of the layer / neuron, W denotes the connection weight of the layer [
neuron, and 5 denotes the bias of the layer / neuron. f denotes the nonlinear activation function.
Every neuron within the MLP is a fundamental processing unit that obtains input from a neuron in
the previous layer and produces an output value. The interconnections between these neurons are char-
acterised by connection weights, which may be deemed parameters within the learning model. During
MLP training, a backpropagation algorithm is utilised to determine the gradient of each connection
weight, thereby reducing the loss function of the training sample. The loss function, represented by
Equation (12), is minimised. Theoretically, a neural network can conform to any function [25]. However,
the neural network’s architecture significantly affects the model, and the hyperparameters to be adjusted
are the number of neurons per layer, the learning rate and the batch_ size.
Ly, ) = ! il(y(i) ) 12)
»,y)= n Y

where [ represents the loss value of each sample, y is the true value and is the predicted value.

3.2 ISSA-MLP prediction model

When creating a neural network model, selecting appropriate hyperparameters is essential as they
directly impact the model’s predictive performance. Conventional methods of hyperparameter search,
such as grid search or random search, are typically employed to test different combinations of hyper-
parameters. However, these methods have several limitations, including a vast search space and high
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Figure 2. Benchmark function convergence curves.

computational expense. To enhance the prediction accuracy of MLP, the ISSA algorithm is utilised to
explore the hyperparameters of the MLP model, which consist of the number of neurons in the first and
second layers, the probability of randomly dropping neurons (dropout), and the data block size for batch
training (batch_size). The flow diagram for the constructed ISSA-MLP model is presented in Fig. 4.

4.0 GDP Example analysis
4.1 Ground delay programs

The GDP initiation process is presented in Fig. 5. Before GDP commencement, traffic flow management
(TFM) issues an initial GDP plan to the affected airport based on GDP operating parameters such as
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Figure 3. Multilayer Perceptron model.
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Figure 4. Flow chart of the ISSA-MLP prediction model.
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Table 4. Weather and traffic variables description

Category Attribute name Attribute description
Visibility Surface visibility(miles)
Weather elements Celling Cloud height (miles)
Wind direction 0 if tailwind, 1 otherwise
Wind magnitude Surface wind magnitude (m/s)
Scheduled arrivals Hourly scheduled arrival counts (aircraft/h)
Scheduled departures Hourly scheduled departure counts (aircraft/h)
Actual arrivals Hourly actual arrival counts (aircraft/h)
Traffic features Actual departures Hourly actual departures counts (aircraft/h)
Hour Hour of GDP modeling time
Month Month of GDP modeling time
nodelay issuetime start time EDE diiatisn tive end time
before issue J
A A 3
ETD CTD

Figure 5. GDP occurrence process.

GDP start time, end time and geographical scope. During a GDP, the ground waiting time corresponds
to the duration between the estimated time of departure (ETD) and the controlled time of departure
(CTD).

There are three primary reasons for delays caused by GDP, the first being airspace congestion. When
airspace is congested, flights may need to wait a certain period before entering the take-off and landing
sequence. Secondly, weather conditions may result in delayed or canceled take-offs and landings, leading
to further delays. Finally, ATC restrictions may lead to postponed take-off and flight landing times.

4.2 Data set

This study used flight operation data and meteorological aerodrome report (METAR) messages obtained
from the International Nanjing Lukou Airport (ICAO four-character code: ZSNJ) between January and
June 2021. Each flight data included details on the scheduled departure time, actual departure time
and planned landing time. Based on the literature [13], the number of scheduled arrival flights and the
number of scheduled departure flights were selected as traffic characteristics. Furthermore, considering
that the actual take-off and landing flights are also essential factors for GDP implementation, the actual
number of arriving and departing flights was also included in the traffic characteristics.

The GDP records hourly are sourced from the logbooks of the Jiangsu ATC branch. These records
furnish information on the GDP commencement and cessation times, based on which the instances of
departure flight delays during GDP implementation are tabulated. The ultimate data features constructed
are explicitly outlined in Table 4. This paper employs a partitioning scheme to allocate 20% of the initial
dataset as a distinct test dataset. The remaining data is then divided into training and validation datasets
utilising a five-fold cross-validation method.

We acquired 117,467 flight data and tallied the hourly departure flight delays during the GDP imple-
mentation period. The delay time distribution is illustrated in Fig. 6, indicating that most delays are
within 25 minutes.
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Figure 6. Delay distribution.

4.3 Data standardisation

Table 4 presents the data features used in this study. However, due to the differences in unit magnitudes
among the features and the neural network’s sensitivity to data values, direct analysis of the raw data is
not possible. Therefore, we normalised the data using Equation (13) to transform the data into the range
of [0,1] during the model training process.

X — Xmin
xr = 2 Hmin_ (13)

Xmax — Xmin

4.4 Performance measures

In assessing the model’s prediction performance, mean absolute error (MAE) and root mean squared
error (RMSE) are used to assess the overall prediction accuracy of the model. The equations for these
two metrics are shown in Equations (14) and (15).

1 n
MAEZ— Ai—i 14
nE [yi — yil (14)

i=1

RMSE =

| R

- Gi—wy (15)
n i=1

where 3, is the predicted value, y; is the true value and 7 is the length of the data.
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Table 5. Grid search range

Model Parameter Parameter Search Range Steps Optimal Values
C [0,1] 0.1 0.1
SVM gamma [0,1] 0.01 0.03
kernel [linear, poly, rbf, sigmoid] 1 rbf
ELM layer [0,50] 10 30
n_estimators [10,300] 10 30
gamma [0,10] 0.1 04
XGBoost learning_rate [0.05,0.5] 0.01 0.07
max_depth [3,30] 3 6
min_child_weight [0,10] 1 2
layerl [0,200] 10 90
MLP layer2 [0,200] 10 100
dropout [0,1] 0.1 0.5
batch_size [0,30] 1 8

Table 6. Prediction performances of different models

MAE RMSE
Model Train Test Train Test
SVR 20.13 21.65 31.23 32.48
ELM 21.54 22.59 29.65 31.01
XGBoost 15.61 18.95 22.79 27.59
MLP 12.34 18.50 19.97 26.71

5.0 Result and discussion
5.1 Comparison of prediction results of different models

To analyse MLP’s performance in predicting departure flight delays, we compared it with other models
such as support vector regression (SVR) [26], extreme learning machine (ELM) [24] and extreme gra-
dient boosting tree (XGBoost) [27]. We used MAE and RMSE as the performance evaluation metrics
for all models. To ensure fairness, we used grid search [28] to select hyperparameters for all models,
and the grid search results are shown in Table 5.

According to the optimal hyperparameters specified in Table 5, the model’s training outcomes are
depicted in Table 6. Upon examination of Table 6, it becomes evident that the MLP model exhibits supe-
rior predictive capabilities compared to the alternative regression models, as evidenced by its minimal
MAE and RMSE values on both the training and test datasets. Following the MLP model, XGBoost and
ELM models demonstrate relatively good performance. In contrast, the SVR model exhibits inferior
results on both the training and test datasets, with higher MAE and RMSE values than the other models.
This discrepancy indicates the SVR model’s inadequacy in effectively fitting the provided data.

5.2 Comparison of hyperparametric merit search

The Python 3.9.0 programming language was utilised to write the simulation environment in this study,
operating under the win10 64-bit system, and implemented the Keras 2.11.0 deep learning framework.
The computer had an Intel core 710,700 processor, 2.92 Hz central frequency, and 16GB of RAM. ISSA
was utilised to optimise the hyperparameters of the MLP model [29] by defining a search range for each
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Table 7. Range of adjustment parameters and results of the optimisation algorithm

Hyperparameter Rank ISSA SSA GWO PSO
Number of neurons in the first layer [0,200] 98 96 162 100
Number of neurons in the second layer [0,200] 104 80 123 100
Dropout [0,1] 0.6 0.7 0.8 0.8
Batch_size [0,30] 6 5 12 21
18.4
——ISSA
1824t - SSA
\ PSO
18.0 4 ----GWO
L
17.8 || i
K L
17.6 |
2 7.6 |I ‘
\ |
R [ty
17.2 4
17.0 4
16.8 1
T T T T T T T T T

0 10 20 30 40 50 60 70 80 90 100

Iteration

Figure 7. Fitness change curves.

hyperparameter to cover the hyperparameter search space thoroughly. The fitness of the MLP model
was assessed using the MAE metric, the Adam algorithm was used as an optimiser, the learning rate
was set to 0.001 and the number of model iterations was 300. Table 7 depicts the optimisation range of
model hyperparameters and the four optimisation algorithms acquired for optimal hyperparameters.

The PSO, GWO and SSA optimisation outcomes were subjected to a comparative analysis, as
depicted in Fig. 7. The PSO exhibited a sluggish convergence rate and produced the least optimal fitness
value compared to the other three optimisation algorithms. On the other hand, the SSA algorithm dis-
played the initiation of convergence after the 13th generation. In contrast, the GWO algorithm exhibited a
faster convergence rate than the SSA and achieved a better fitness value. Notably, the ISSA exhibited the
most optimal fitness value despite having a comparatively slower convergence point, thus underscoring
the superior prediction accuracy of the ISSA-MLP model.

The results presented in Fig. 8 indicate that the ISSA-optimised MLP model outperforms the models
optimised using PSO, GWO and standard SSA algorithms in terms of MAE and RMSE. Specifically,
the MAE and RMSE of the ISSA-MLP model are 16.8 and 24.2, respectively, the smallest among the
four models. The ISSA algorithm is more effective in optimising the MLP model than the standard SSA
algorithm, as it improves the accuracy and speed of the population search. Overall, the ISSA-MLP model
can provide a better decision basis for the relevant stakeholders in predicting the departure flight delays
generated by GDP.
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Figure 8. Prediction errors for four optimisation methods.

To assess the significance of the predictive performance disparity between ISSA-MLP and MLP, the
Wilcoxon rank sum test was employed by comparing the rank sums of the two data sets. The evalua-
tion focused on RMSE and MAE values obtained through five-fold cross-validation of the models. The
significance level for this experiment was set at o« = 0.05. If P <0.05, it indicates a statistically signif-
icant difference between the experimental outcomes of the two algorithms; conversely, if P > 0.05, the
disparity is deemed insignificant.

Our analysis calculated the P-values for RMSE and MAE as 0.043 and 0.039, respectively. Since both
P-values are less than 0.05, it demonstrates a statistically significant difference between ISSA-MLP and
MLP in terms of predictive performance.

5.3 Feature importance analysis

The intricate nature of MLP models hinders the ability to comprehend the relationship between input
features and output outcomes, resulting in a lack of explanatory insights for prediction results. These
models are commonly referred to as “black box” models. To address this limitation, we employ SHAP
(Shapley additive explanations) to elucidate the prediction outcomes concerning the variables.

SHAP, proposed by Lundberg et al. in 2017 [30], leverages the concept of Shapley values derived
from game theory. It serves as a method to explain the prediction results of machine learning models by
evaluating the individual contributions of each feature towards the model’s prediction outcomes.

The significance of a feature can be determined by calculating the sum of the absolute SHAP values
for each feature and then averaging them. Figure 9 illustrates the importance of the features based on
this methodology. The results indicate that time-related features, such as the day of the month and the
hour of the day, hold the highest importance in delay prediction. This observation suggests a strong
correlation between flight delays and temporal factors. Subsequently, the weather feature of cloud base
height emerges as the next most influential, as it impacts visibility and can lead to prolonged flight delays
under reduced to severe visibility conditions. All the remaining variables contribute to the predicted
outcome to a similar degree.
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Figure 9. SHAP feature importance.

5.4 Analysis of ISSA-MLP prediction results

The optimal hyperparameters for the MLP model were obtained from Section 5.2 and subsequently
integrated into the model for training. Figure 10 depicts the loss variation on the training and test sets
during the MLP’s training process. We carried out 300 epochs of experimentation and observed that the
loss on the test set attained a state of convergence at the 100th epoch, followed by stable fluctuations in the
subsequent stages, ultimately stabilising between 0.09 and 0.1. The loss gradually achieved convergence
in the training set, reaching a stable state at the 200th epoch. These results indicate that the iterative
training process of the MLP is rational and does not exhibit any significant overfitting.

As per Table 5, the ISSA-MLP model exhibits the highest prediction accuracy, with MAE and RMSE
values of 16.8 and 24.2, respectively. To visually demonstrate the predictive performance of the ISSA-
MLP model, Fig. 11 portrays the predictive performance of select test sets. From the figure, it can be
discerned that the prediction errors for most points fall within an acceptable range, albeit for some points
with significant changes, the prediction effect falls short of the ideal. The probable reason for this situa-
tion is twofold. Firstly, the number of extreme test points is relatively small, and thus the model cannot
fully capture the coupling relationship and change characteristics of variables. Secondly, the reasons for
flight delays are multifarious, and the features discussed in this paper need to be more comprehensive,
which negatively affects the model’s learning and prediction performance. Therefore, enhancing the
model’s generalisation ability will be the focal point of the following research stage.

6.0 Conclusion

This paper presents a novel ISSA-MLP-based prediction model to address the flight delay prediction
problem associated with GDP. The model tackles the hyperparameter optimisation problem of deep
learning neural network models by conducting a hyperparameter search using the ISSA algorithm,
thereby enhancing the model’s prediction accuracy. A comprehensive comparative analysis with other
machine learning models is also performed, and the primary conclusions are outlined as follows:

(1) The standard SSA algorithm has been enhanced through several improvements. Firstly, tent
chaotic mapping has been incorporated to augment the diversity of the initial population.
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Figure 11. Comparison between predicted and true values of ISSA-MLP model.

Secondly, dynamic adaptive weights have been introduced to the finder to enhance the global
search capability of SSA. Lastly, a Levy flight strategy has been integrated with the detector to
perturb the optimal solution and prevent local optima. Experimental evaluations using bench-
mark functions demonstrate that the enhanced SSA algorithm exhibits faster convergence and
higher accuracy.

(2) Compared to other machine learning models, the MLP model exhibits more minor evaluation
errors, both in the training and test sets, thus indicating that the MLP model generates more
precise and consistent prediction outcomes.

(3) This study introduces an ISSA-MLP prediction model to forecast departing flight delays due to
GDP. The hyperparameters of the MLP model were optimised using ISSA and compared against
PSO, SSA, and GWO. The results indicate that the ISSA-MLP model yields predictions with
a MAE of 16.8 and RMSE of 24.2, outperforming the other three optimisation algorithms as
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confirmed by the Wilcoxon rank sum test. This demonstrates the model’s robustness in predict-
ing departing flight delays. Furthermore, we have employed the SHAP model to enhance the
interpretability analysis of the MLP model. This approach aims to deepen our understanding of
flight delay characteristics, elucidate the influence of flight delay causes, and augment the overall
interpretability of the model.

The research presented in this paper could benefit airlines and air traffic control authorities in design-
ing more effective flight scheduling and air traffic control strategies. Given that this study focuses solely
on the departure delays resulting from GDP at a single airport, it would be worthwhile to investigate the
propagation of GDP-induced delays across a network of airports within a synergistic paradigm in future
research.
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