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Abstract
The increasing multimodality (e.g., images, videos, links) of social media data presents opportunities and
challenges. But text-as-data methods continue to dominate as modes of classification, as multimodal social
media data are costly to collect and label. Researchers who face a budget constraint may need to make
informed decisions regarding whether to collect and label only the textual content of social media data or
their full multimodal content. In this article, we develop five measures and an experimental framework to
assist with these decisions. We propose five performance metrics to measure the costs and benefits of mul-
timodal labeling: average time per post, average time per valid response, valid response rate, intercoder
agreement, and classifier’s predictive power. To estimate these measures, we introduce an experimen-
tal framework to evaluate coders’ performance under text-only and multimodal labeling conditions. We
illustrate the method with a tweet labeling experiment.

Keywords:mass media and political communication; measurement; text and content analysis

1. Introduction
Computational social scientists have extensively used social media posts to measure the political
opinions of politicians, media outlets, and the public (e.g., Barberá et al., 2019). In these efforts,
researchers typically use a machine-assisted approach to content analysis. Most existing political
methodology studies on machine-assisted content analysis have focused on text. Political scientists
have developed sophisticated text-as-data methods, including efficient algorithms and best prac-
tices, for the retrieval (King et al., 2017), manual labeling (Barberá et al., 2016; Benoit et al., 2021),
and machine-learning classification (Grimmer and Stewart, 2013; Grimmer et al., 2021) of political
texts. Lately, political scientists have incorporated large language models for machine-assisted label-
ing of social media posts (Gilardi et al., 2023). However, by ignoring the non-textual features of these
contents, scholars risk ignoring or even misunderstanding the meaning of the text.

We start from the observation that multimodal contents of social media data can impact the inter-
pretation and, subsequently, labeling of social media posts. Multimodal content includes images,
videos, and links that authors include as parts of social media posts. It also includes metadata of
the authors of social media posts (e.g., profile pictures, self-reported locations), as well as the design
of the platform’s user interface. All else equal, multimodal content can improve the ability of human
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coders to accurately label social media data according to the quantities of substantive or theoretical
interest.1

Existing studies on multimodal social media data focus on how to conduct these studies if
researchers have the need and the data. These methodological inquiries focus on effective feature
engineering and machine learning modeling (Peng et al., 2024; Peng et al., 2023; Wu and Mebane,
2022). Despite these recentmethodological advancements, incorporatingmultimodality incurs addi-
tional costs, which likely explains the slow pace of its adoption in applied political science research.
Researchers who analyze multimodal social media data with a constrained budget may need to make
an informed decision regarding whether to incorporate the multimodality or use only their extracted
text.

In an ideal scenario, it is always advisable to incorporate the multimodality of social media data
into the process of data annotation. We assume the objective of content analysis is to create valid
measures to accurately reflect the information conveyed by the social media posts, or the intention
of the authors of the posts, depending on the theory of interest. Incorporating multimodal content,
which is an integral attribute of the online information, through the labeling and classifying process
can generally improve the quality of the measures as both coders and models access information that
is close to what the online audience will access.

However, the ideal scenario is not always feasible because multimodal social media data are costly
to collect, label, and model. Budget constraints associated with data access, human labor, and com-
putational resources can force researchers to choose between using only the textual contents of social
media posts or the full multimodal contents at both the labeling and classifying stage. First, multi-
modal content can bemore costly to collect and store. For example, researchersmay need to purchase
Application Programming Interface (APIs) with higher capacity from social media platforms to col-
lect non-text content, develop and deploy web scrapers that can handle multimedia data, and/or use
more complicated database structures to read and write multimedia data. Second, multimodal con-
tent can bemore costly tomanually label. Cleaning and labeling thesemore complexmultimodal data
typically requires more hours of human labor (e.g., crowd-sourced workers and research assistants)
and higher unit prices. Finally, multimodal content can be more costly to label by machines. Larger
deep neural network models need to be trained and applied tomultimodal data. Even with the recent
breakthrough of large language models (see Zhang and Pan (2019) and Wu and Mebane 2022 for
recent examples), the costs (e.g., computing time, data input and output pipeline, and pay for com-
mercial APIs) required to handle multimodal content are still likely to be significantly higher than
those for text-only content. Practically speaking, the vastmajority of applied political science research
in this area relies on text-based classifiers, underscoring the baseline importance of our contribution.

Facing a budget constraint, how can researchers make an informed decision regarding whether
to use only the textual content of social media posts (“text-only labeling” hereafter) or incorporate
their multimodal content (“multimodal labeling” hereafter) when they are limited by budget or tech-
nical constraints to using a text-based classifier in the downstream task of classifying their entire
corpus? We argue that the answer lies in an empirical evaluation of the extent to which multimodal
labeling, compared to text-only labeling, changes (1) the human coders’ interpretation and label-
ing of the content, and (2) text-based machine learning classifiers’ downstream performance. In this
paper, we introduce a study design to facilitate this empirical evaluation. The design contains five
performance metrics and an experimental framework. We illustrate the design with a crowd-sourced
tweet-labeling project to measure Americans’ public opinion on COVID-19 in 2020.

We start from the assumption that multimodal features are informative of meaning, and the asser-
tion that any data annotation exercise is fundamentally an effort to accurately encode the underlying

1Recently, an emerging interdisciplinary literature has applied computational methods to incorporate multimodal content
for the analysis of social media content. These include, for example, detecting protest events with images (Zhang and Pan,
2019) and identifying effective fact-checking strategies with videos (Hameleers et al., 2020; Lu and Shen, 2023).

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

5.
10

01
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2025.10010


Political Science Research and Methods 3

Table 1. Measures for the cost and benefit of multimodal labeling compared to text-only labeling

Performance metrics Measure Interpretation Stage

Time taken per post (T) ΔT = T(multi) − T(text) Larger → costs ↑ First
Time taken per valid response (Tv) ΔTv = Tv(multi) − Tv(text) Larger → costs ↑ First
Valid response rate (R) ΔR = R(multi) − R(text) Larger → benefits ↑ First
Intercoder agreement (I) ΔI = I(multi,multi) − I(multi, text) Larger → benefits ↑ First
Classifier predictive power (P) ΔP = P(multi) − P(text) Larger → benefits ↑ Second

Note: “multi” is short for multimodal labeling and “text” is short for text-only labeling.

meaning, attitude, intent, or argument of the individuals who posted the content or the interpre-
tation thereof by the audience for these posts. All else equal, giving human annotators access to
these features should improve their ability to infer the meaning of a piece of content, thereby apply-
ing a more accurate label that reflects the underlying concept(s) of theoretical interest. However,
these labels might not necessarily improve the performance of a downstream classifier if the clas-
sifier does not also have access to the multimodal features, as is the case across the vast majority
of applications in computational social science research. While we disaggregate these costs and
benefits in more detail in our subsequent analyses, it is worth underscoring that our core inves-
tigation is into whether the theorized improvements to human annotation afforded by access to
multimodal content translate into better downstream classification when the classifier only has access
to the text. Throughout, the overarching goal is to accurately annotate data. All else equal, we
expect the human annotations to improve with access to multimodal content. However, we suspect
that the text-based machine learning classifiers might show no improvement or even a decline in
performance when trained with these mutlimodal-labeled data.

2. Measuring the costs and benefits of multimodal labeling
We define the standard data annotation exercise as a two-stage procedure. In the first stage, human
coders annotate a subset of the data. In the second stage, these data are used as training data for
fine-tuning a downstream classifier which can then be used to dramatically scale up the amount of
annotated data.2 We propose five performance metrics to measure the costs and benefits of multi-
modal labeling, divided into four metrics that speak to human annotation performance in the first
stage, and a final metric that speaks to classifier performance in the second stage. The metrics are
summarized in Table 1 and detailed in the remainder of this section.

Our first performance metric assesses whether multimodal labeling requires more human labor
than text-only labeling. We operationalize this concept as the average time taken (T) to label a post.
For the same labeling task, the difference between the time taken to label it with multimodal infor-
mation T(multi) and that taken for text-only information T(text) is the cost of multimodal labeling
(ΔT). We are agnostic about the direction of this metric. On the one hand, access to multimodal
content might require more time for the human annotator to parse these non-textual features before
deciding on a label. On the other hand, access to multimodal content might make the interpretation
task easier, reducing the time taken to label.

Our second and third performance metrics assess how multimodal labeling influences coders’
capacity to understand the meaning of the content: the average time taken to give a valid response
(i.e., not indicating N/A or “not enough information”) and the valid response rate. Expressions on
social media can be informal, ambiguous, and contextualized. In some cases, coders can find the
textual content insufficient to inform their coding decisions.Multimodal labelingmay provide coders
with contextual information to make a decision. For example, links, images, and videos can provide
background information about the political events or persons of interest a post is referring to. When

2We are not interested in the cases where either the total data to be annotated are sufficiently small or the researcher is
sufficiently unconstrained such that human annotation is feasible for the full dataset. In this setting, it is straightforward to
recommend using multimodal information to improve the accuracy of the human labels.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

5.
10

01
0 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2025.10010


4 Chen et al.

the text states “he is corrupt,” the associated image may reveal which politician “he” refers to. The
authors’ profile can disambiguate the political entity of interest. For a post commenting on “our gov-
ernor,” the author’s geographic location can clarify to which governor it refers. We operationalize the
average time taken for a valid response as the total time taken for the labeling task divided by the
total number of valid responses. We operationalize the valid response rate as 1 minus the proportion
of posts assigned the “don’t know” label. For the same labeling task, the difference between the pro-
portion of posts for which coders return valid labels under multimodal labeling [R(multi)] and that
under text-only labeling [R(text)] is a first benefit of multimodal labeling.

Our fourth performance metric assesses how often coders disagree on the appropriate label in the
multimodal condition compared to those in the text-only labeling condition. We operationalize this
metric as the difference between two measures of intercoder agreement among coders labeling the
same posts under different labeling conditions: the intercoder agreement between two coders who
both accessmultimodal information (I(multi, multi)), and the intercoder agreement between a coder
accessing multimodal information and a coder accessing text-only information (I(multi, text)). The
difference between the two, ΔI = I(multi, multi) − I(multi, text), provides measures for a second
benefit of multimodal labeling.

This performance metric (ΔI) should be interpreted with two caveats. First, we are interested
in the intercoder agreement in a relative, not absolute, sense. Conventionally, intercoder agreement
measures the quality of coding tasks, with higher values generally meaning better coding quality.
Our focus is not on how high they are. Rather, we are primarily interested in the differences between
the two intercoder agreement measures. These differences measure how often taking away multi-
modal content (while leaving textual content) changes coders’ decisions.Thefirst part of the equation,
[I(multi, multi)] serves as a benchmark, which can account for the complexity of the labeling tasks. In
this way, ΔI is comparable across different parts of the same labeling task and even different labeling
tasks. Second, the underlying assumption of our operationalization is that the labels generated from
multimodal labeling are our “gold standard.” Considering them the gold standard does not mean
coders labeling under multimodal conditions always return the correct answer. Instead, we consider
them the gold standard because we assume they return the best achievable labeling performance
given the same content, personnel, and equipment. This is consistent with our overarching assump-
tion that, all else equal, multimodal content provides more information about the meaning of a post,
and that the quality of the labeling is increasing in the amount of information. In the analyses that
follow, we treat the labels from the multimodal task as the gold standard since they best-approximate
our theoretical quantity of interest: the meaning of the post itself.

Our fifth performance metric turns to the second stage of the data labeling exercise and assesses
the predictive capacity of machine learning classifiers trained on the data labeled under multimodal
and text-only conditions, respectively. When the number of social media posts to study exceeds the
human capacity to label them, researchers typically manually label a portion of the posts and then
train a machine learning classifier to label the remainder. While the first four performance metrics
assess the impact of multimodal content on themanual labeling part of the content analysis, this final
metric assesses its impact on machine classification. The difference between the predictive power
of classifiers trained with multimodal-labeled data [P(multi)] and those trained with text-only data
[P(text)], ΔP = P(multi) − P(text), indicates the extent to which multimodal content helps train
better machine classifiers.

As discussed above, we are interested in whether the inclusion of multimodal content at the label-
ing stage can improve downstream classification performance. Importantly, our evaluation of this
research question holds constant the type of classifier we use. In both the multimodal and text-only
analyses, we use the same Bidirectional Encoder Representations from Transformers (BERT)-based
algorithm to predict the labels.These classifiers differ only in the training data that they are fine-tuned
on, and here only in the sense that the same training data have labels applied in different information
environments. In other words, the same algorithm is given the same text features for the same social
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media posts, but we train one on the posts which were labeled in the multimodal condition, while
the other is trained on the posts which were labeled in the text-only condition.

We are agnostic as to whether training data labeled in the multimodal condition will produce
better or worse downstream classifier performance when the downstream classifier only has access
to the text features of the training data. On the one hand, we might expect that multimodal labels are
more accurate because the human annotators have access to more information about the meaning of
a given post. For example, when a politician is systematically referred to by a nickname unfamiliar
to coders, coders can use accompanying multimodal contexts (e.g., photos of the politician and links
to news reports about the politician) to associate the posts with the politician correctly. The machine
classifier, on the other hand, despite its lack of access to the multimodal context, might be able to
learn from the textual content to build an association between the nickname and the politician to
make correct out-of-sample predictions.

Conversely, training data labeled in the multimodal condition relies on non-textual features that
the downstream text-based classifier can’t access. As such, training data from themultimodal labeling
conditionmight instead confuse the classifier. For example, amultimodal postmight contain only the
text “see this video!”, along with an embedded video. Although the label might correctly reflect the
pandemic-concerned nature of the video, the text itself is uninformative of this label. The classifier,
which can only access text, can identify “video” as a predictor of the posts’ relevance to COVID-19
and mislabel other posts referring to videos that are irrelevant to the topic.3

To measure the predictive power of the downstream classifier, we use conventional performance
metrics for machine learningmodeling, including accuracy, precision, recall, F1 of out-of-sample pre-
dictions. Similar to the third performance metric, we define the “gold standard” for out-of-sample
predictions as the data manually labeled under the multimodal condition. We assert that these labels
are superior reflections of the underlying quantity of interest: the meaning intended by the post’s
author and, consequently, how it will be interpreted by its audience.

In sum, researchers can consider the above five performance metrics to decide whether to incor-
porate multimodal content in machine-assisted content analysis with social media posts. Depending
on the research questions and the specifics of budget constraints, researchers may weigh the five per-
formance metrics differently in the decision-making process. For example, researchers with scarce
human labor for data labeling may be more sensitive to the additional time required for multimodal
labeling than others.

3. An experimental framework for cost–benefit analysis
We develop an experimental framework to estimate the five performance metrics. We consider this
framework applicable to the pilot stage of any labeling job, when researchers evaluate the costs and
benefits of incorporatingmultimodal information.The experiment can help researchers gather infor-
mation using a sample of the data before conducting analyses at scale. The crux of this experimental
framework is constructing and evaluating a sample of quadruple-coded social media posts. The
process takes four steps.

First, researchers randomly sample a small proportion of the social media posts requiring annota-
tion. Second, central to this design, each post in the sample is randomly assigned to four coders. Two

3While not the focus of our study, researchers can develop a multimodal classifier that can use both the text-based and
multimodal features as inputs and compare it with the text-based classifiers we analyze here. This fully multimodal annotation
pipeline is likely optimal, as the machine accesses the richest set of data, approximating human social media consumers.
However, building such models can be costly and even infeasible—the very reason why budget-constrained researchers may
need our proposed assessment. Furthermore, advances in these types of algorithms are very recent and still largely untested,
particularly those that exploit the enormous strides made in large language models (although see Zhang and Pan (2019) and
Wu and Mebane 2022). Hence, we do not include multimodal classifiers in our evaluation metrics in this study.
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of these coders, considered the treated group, are instructed to label the posts with multimodal infor-
mation. The other two coders, considered the control group, are instructed to label the post based
only on their textual content.

After completing the labeling task, the researcher should then obtain the performance metrics
defined in Section 2. First, researchers can use the quadruple-coded posts to calculate the first through
the fourth performance metrics regarding the costs and benefits associated with the manual labeling
stage. Then, researchers can fit two machine learning classifiers: one with multimodal labeled data
and one with text-only labeled data. Both models use only the textual features of the same posts as
predictors but differ in whether the labels were assigned by human coders with access to the multi-
modal content or not.The twomodels can then be evaluated to calculate the fifth performancemetric
regarding the predictive power of the machine learning classifiers.

4. Illustration: a tweet labeling experiment
We illustrate our performance metrics and experimental framework with a tweet labeling task con-
ducted in the summer and fall of 20204. We recruited 12 coders to label tweets for a research project
on public sentiment about the COVID-19 pandemic. The coders were instructed to code the tweets
for whether they contain discussions on one or more of the following topics:

• Evaluation of COVID-19 seriousness: Whether the tweet take COVID-19 in the United States
seriously or not seriously.

• Concerns about the economic consequences of COVID-19: whether the tweet expresses con-
cerns about the economy (in favor of opening up or waiting to open up the economy); and
whether a tweet expresses concerns about inequality caused by COVID-19.

• Attitudes towardCOVID-19 policies: whether the tweet expresses attitudes (approval, neutral,
disapproval) toward three policy issues: healthcare policies, mask-wearing requirements, and
economic relief.

• Political support related to the handling of COVID-19: whether the tweet expresses attitudes
(approval, neutral, disapproval) toward the federal government, the president, and governors
with reference to their handling of COVID-19, respectively.

4.1. Experimental setup
We split the labeling tasks into five assignments of equal size. Within each assignment, half of the
coders had access to only the textual contents of the tweets (the “text-only” group), while the other
half could access both the tweets’ text content as well as the multimodal content (the “multimodal”
group). Coders alternated between the two groups across weekly assignments. For example, if a
coder was in the text-only group in the first assignment, they were in the multimodal group in
the second assignment, and then switched back to the text-only group in the third assignment.5
We allowed coders to exploit the multimodal information as they saw fit to understand the mean-
ing of the post, including clicking on any hyperlinks. In practice, coders chose to do this in only a
small fraction of cases. Weekly debriefs indicate that they chose to do so primarily to better label the
post or, in very few cases, because they were curious about the information. See Appendix 1 for the
details.

Our team of coders was tasked with labeling a total of 12,026 tweets. The coders were randomly
assigned to label these tweets either: 1) based on their textual information only (the “text-only”

4Our experiment was not preregistered. As such, we consider all the subsequent results exploratory.
5Wechange the treatment assignments for our human coders on aweekly basis to improve precision and avoid small-sample

bias. We don’t believe there should be confounding via SUTVA violations as coders shift from the text-only to the multimodal
condition, or in reverse, week-to-week.
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group); or 2) based on full multimodal information and content (the “multimodal” group) . By the
end of the experiment, we constructed two datasets out of the labeled tweets.The first dataset includes
2,351 quadruple-coded tweets, each labeled by two coders in themultimodal condition and two coders
in the text-only condition. We use these quadruple-coded tweets to estimate the first four perfor-
mance metrics regarding human labeling, including time (T and Tv), valid response rate (R), and
intercoder agreement (I). The second dataset includes 7,914 double-coded tweets, each labeled by
one coder in the multimodal condition and one coder in the text-only condition. We combine the
quadruple-coded and double-coded tweets from the multimodal condition to estimate the perfor-
mance metrics of the machine learning classifiers.6,7 We evaluate performance on only labels from
the multimodal condition because we believe these more accurately reflect the underlying quantity
of interest. Given this, one might expect that the classifier trained on the multimodal-labeled data
should perform better, since its training data are more similar to its test data. As we demonstrate
below, this is not the case.

4.2. Experimental infrastructure
To implement this experiment in a way that maximizes compliance to treatment, we designed a web
application using R Shiny. When coders used this application to label the tweets, they saw a two-
column layout: the tweets’ contents were in the left column, while the labels to apply were in the
right column. The multimodal and text-only groups saw tweets’ contents displayed differently in the
left column. Figure 1 shows the difference with an example. Panels (a) and (b) show how the web
application appeared for coders in the text-only and multimodal groups, respectively. The text-only
group could read only the plain text extracted from the tweets. In contrast, the multimodal group
saw the extracted text and an embedded window showing how the tweet appeared on the Twitter
timeline, including the authors’ profile information, engagement metrics, links, and media (if any).8

4.3. Findings
Weestimate the performancemetrics using the data collected from this experiment. Figure 2 provides
an overview of the effect of multimodal labeling in comparison to text-only labeling. We find that
multimodal labeling increased the time spent labeling each post by 19% (ΔT) compared to text-only
labeling and increased the time spent per valid response (ΔTv) by 14%.Despite these costs in terms of
time, multimodal labeling increased the valid response rate (ΔR) by 4%. In addition, the intercoder
agreement (ΔI) between two coders who both labeled with access to multimodal content is almost
10% higher than that between a coder withmultimodal access and another with text-only access.This
suggests that multimodal labeling significantly changed the coders’ interpretation and labeling of the
posts.

In sum then, there is clear evidence that multimodal labeling significantly affects the first four
performancemetrics that speak to the first stage of the classification process.While the human coders
took significantly more time to label the same data, they had fewer posts that they weren’t able to
label, and achieved a higher intercoder agreement. This first set of findings confirms our assertion

6It would be ideal to quadruple-code all tweets. This combination is a workaround to increase the number of unique tweets
labeled.

7Using the labeled data, we estimate a text-only classifier and a multimodal classifier. Both models use textual features
as predictors. For outcomes, the text-only classifier uses labels generated under the text-only labeling condition, while the
multimodal classifier uses labels generated under the multimodal labeling condition. For the rationale of this design, see
Section 2.

8The tweets were embedded using Twitter’s oEmbed API.
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Figure 1. Interface of our tweet labeling infrastructure.

that the multimodal condition yields “better” labels in the sense that they more accurately reflect the
underlying quantity of theoretical interest: the meaning of, and information contained, in the tweet.
However, the additional time required to code also confirms our assertion that multimodal labeling
is more costly.

But does this translate into better performance for the a downstream text-based classifier? As
mentioned above, we might expect this performance to go in one of two ways. On the one hand,
because the text-based classifier does not have access to the non-text features of the multimodal data,
its performance might be lower if it gets confused. Conversely, if the text is sufficiently rich and the
classifier is sufficiently sophisticated, it might nevertheless learn how the text is associated with non-
text features. Finally, all else equal, we might think that the multimodal trained classifier performs
better simply because the data on which it is evaluated is from the human coders in the multimodal
condition.

Our analysis indicates that the text-based classifier performs slightly worse when trained on data
labeled in the multimodal condition. The predictive power (ΔP) of the machine learning classifier
trained with multimodal labeling is, on average, 3% lower than that of the classifier trained with
text-only labeling (measured by the average F1 score), although this difference is not statistically
significant at the 95% level of confidence.The remainder of this section elaborates on howwe estimate
each of these performance metrics.
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P

I

R

Tv

T

−10% 0% 10% 20%
Percentage Change due to Multimodal Labeling (95% CI)

Figure 2. Multimodal labeling cost 19% more time per Twitter post and 14% more time per valid response, increased the
valid response rate by 4%, and increased the intercoder agreement by 9%. It decreases classifier’s predictive power by 3%.
Horizontal bars indicate 95% intervals based on cluster robust bootstrapped standard errors for 𝛿T,ΔTv, andΔR. Inference
for ΔI is based on bootstrapping two coders per tweet ID, while ΔP is based on 100 cross-validated calculations.

4.3.1. Multimodal labeling costs more time
Our web application logged the timestamp whenever a coder selected a label for a tweet. We use
these timestamps to calculate the time it took coders to assign a label. Specifically, we calculate the
time spent on a tweet as the timestamp associated with its labels minus the timestamp associated
with the previous tweet labeled. Coders may split their work into different work sessions. We remove
any durations that are greater to 5 minutes (which is higher than the 95th percentile of the distribu-
tion), as we consider these as signals that the two tweets are labeled in two different work sessions.
We then estimate the differences between the time spent on a tweet for coders in the multimodal and
text-only conditions. To fully account for the uncertainty associated with sampling, we approximate
the estimate and confidence interval with bootstrapping. The bootstrapped average time for multi-
modal labeling is 26.6 seconds, while that for text-only labeling is 22.3 seconds. Multimodal labeling
increased the time taken to label a tweet by an average of 19.3% (with a confidence interval from
15.3% to 23.8%). This suggests that multimodal labeling substantially increased the time required for
the labeling task.

4.3.2. Multimodal labeling improved valid response rate
In our labeling instructions, we asked coders to apply a “not enough information” label when they
were unable to obtain sufficient information to determine the meaning of a tweet. We measure
the valid response rate as 1 minus the proportion of tweets that coders labeled as “not enough
information.” We then calculate the differences between the multimodal and text-only coders. We
approximate the mean and confidence interval by bootstrapping. The mean valid response rate for
themultimodal group is 94.4% and the for the text-only group is 90.7%.Multimodal labeling brings a
statistically significant 4% increase in the valid response rate with a 95% confidence interval ranging
from 3.4% to 4.8%. Substantively, this corresponds to 1,179 tweets assigned the “not enough informa-
tion” label in the text-only condition, compared to 710 in the multimodal condition (see Appendix
Table 4 for a detailed breakdown of tweet labels).

Below are a few examples of tweets that at least one coder flagged as not having enough information
for labeling:
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• Not stopped. Not closed down. Not going to zero. [Link]
• A must read. Very diligent and data driven analysis showing fatality rates for prepared and
unprepared countries. [Link]

• That’s actually a great idea. I’m going to do that too.

All these examples highlight the importance of multimodal information. Two of them appear to
refer to a linked web page or tweet. It is intuitive to expect that coders who can access these multi-
modal contexts through the embedded tweets in the coding app are in a better position to assign a
valid label.

4.3.3. Multimodal labeling changed labels chosen
To quantify how much the multimodal content changed the substantive labels chosen by our coders,
we create measures using our quadruple-coding setup (two labels based on multimodal content and
two labels based on text-only content for each tweet). We compared two measures of intercoder
agreement: (1) the intercoder agreement between two coders in the multimodal condition and (2)
the intercoder agreement between a coder in the multimodal condition and a coder in the text-only
condition. The more (1) exceeds (2), the more multimodal information changes the label chosen.
As our labeling task contains multiple non-mutually exclusive categorical labels, we calculate Fleiss’
kappa for each individual label respectively and then calculated their averages.9 Notably, given our
quadruple-coding setup with two coders in each group, there are four cross-condition intercoder
agreements.We take averages as indicators. Let the twomultimodal labels bemulti-1 andmulti-2 and
the two text-only labels be text-1 and text-2. Then (1) is I(multi-1, multi-2), while (2) is the mean of
I(multi-1, text-1), I(multi-1, text-2), I(multi-2, text-1), I(multi-2, text-2).

The average intercoder agreement between two coders in the multimodal condition is 0.43, while
that between a coder with access to multimodal content and a coder with text-only access is 0.39.
Calculating the pair-wise relative differences of the bootstrapped sample, the former is 9.4% higher
than that of latter, with a 95% confidence interval ranging from 0.2% to 19.1%. The difference shows
that multimodal labeling had a significant impact on the substantive labels chosen by coders. All else
equal, we expect the labels from themultimodal condition to be better reflections of the ground truth
meaning of these posts.10

4.3.4. Multimodal labeling hurt the classifier’s predictive power
Finally, we evaluate the impact of multimodal labeling on the predictive power of our machine learn-
ing classifier. We train two sets of machine learning classifiers: one using tweets labeled by coders
who have multimodal access and the other using tweets labeled by coders with text-only access,
respectively. We then evaluate out-of-sample performance using a held-out set of tweets labeled in
the multimodal condition. Given that our labels are non-mutually exclusive categorical labels and
our input is text data, we fit multi-label classifiers based on RoBERTa (Liu et al., 2019). We use the
average F1 scores as ourmeasure of each classifiers’ predictive power.We approximate the confidence
interval through bootstrapping. Specifically, we create 100 bootstrapped datasets for the multimodal
and text-only tweets, respectively. We then trained and evaluated the classifier for each of the boot-
strapped datasets to obtain a sample of average F1 scores for both the treated and control groups.
Importantly, the calculation of the F1 score relied on cross-validation with a 50–50 split in which
we divided the bootstrapped sample at random (without replacement). The training half was either
the multimodal or text-only annotated data. The test half was the set of tweets that did not appear
in the training half but were annotated by coders in the multimodal condition. This decision reflects

9We treat missing labels as its own category when calculating Fleiss’ kappa.
10Although we are interested in the difference in intercoder agreement metrics between the text-only and multimodal con-

ditions, the Fleiss’ kappa ranges from −1 to 1 where −1 indicates complete disagreement and 1 indicates complete agreement.
A value of 0.43 has no direct substantive interpretation but is considered a poor-to-decent measure.
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our interest in evaluating the model with reference to the most accurately coded tweets, which we
assume and demonstrate were those labeled by coders who had access to both text and non-text
media.

The average F1 score trainedwithmultimodal labeled tweets is 0.32, while that of text-only labeled
tweets is 0.36. Calculating the pairwise differences with bootstrapped samples, the predictive power
of the best classifier trained using labels generated under the multimodal labeling condition is 10%
lower than that of the best classifier trained using labels generated under the text-only condition.11
In the Appendix, we compare performance across a range of labels that appear frequently in the data,
confirming that the penalty to the classifiers trained on the multimodal data persists even for labels
where the classifier performance is substantially higher.

4.4. Discussion
In this tweet labeling task, the findings from the five performance metrics suggest that incorporating
multimodal information in the labeling process brings about both costs and benefits. In terms of
costs, human coders with access to multimodal information take significantly more time to annotate
training data compared to those with only access to the raw text, measured as either time per labeled
post or time per valid label. This means researchers need more human labor, which means increased
costs.

In terms of benefits, multimodal labeling significantly increases the valid response rate. This
means researchers have more valid data points for downstream analysis and classifier train-
ing. In addition, multimodal labeling significantly changes the substantive labels that coders
would apply and improves intercoder reliability. These results suggest that the multimodal con-
tent carries information that the text systemically misses and hence significantly influences the
coders’ labeling decisions. Based on these results, we assert that multimodal content improves
the accuracy of the human annotated data, which should be the first-order goal of any applied
research.

However, the benefits of multimodal content in the human annotation stage did not translate into
improvements in the text-based classifier.When trained on data labeled by coders with access to non-
textual features, the same classifier yielded an F1 score 10% lower than when it was trained on data
labeled by coders with only access to the raw text. The finding suggests that the machine learning
classifier cannot use textual heuristics to make better predictions. In fact, the multimodal training
data may have produced misleading textual heuristics that confused the text-based classifier and led
to worse performance.

Our results suggest caution when using additional information to manually label training data
for downstream classifiers, if the downstream classifiers are unable to access all features used by
the human coders. While the improvements to the number of valid labels, and the superior inter-
coder agreement, are attractive properties of multimodal labeling tasks, we find that these benefits
do not carry forward to superior downstream classification performance. If anything, our analy-
sis suggests that labels assigned with access to multimodal information can confuse a text-based
classification algorithm. The first-order goal of text classification should be to accurately label con-
tent according to the theoretical quantities of interest. As such, the path forward should be to
give human coders access to the multimodal content and adopt recent advances in machine learn-
ing algorithms that can exploit both the text and non-text features of the training data. However,
our results suggest that if the immediate goal is to maximize performance of a text-based clas-
sifier, then labeling just based on text may be the best option.12 In either case, our summary

11Thedifferencemay be considered statistically insignificant because the 95% credible interval (approximated by bootstrap-
ping) crosses the zero line.

12If manually labeling all the posts is the objective of the labeling tasks, then researchers need not be concerned about the
performance of machine classifiers. If the researcher has the budget to build a full multimodal classifier, then they may build
it and compare it with the text-only classifier—such a scenario is out of the scope of this article.
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recommendation is that researchers still obtain a subset of units labeled in a multimodal set-
ting in order to evaluate the performance of the text-based classifier, as demonstrated in our
example.

5. Conclusion
Researchers who conduct machine-assisted content analysis face an important trade-off regarding
whether to utilize multimodal information in the process of labeling. While incorporating multi-
modal information carries additional costs in terms of time taken to label and reduced performance
of text-based machine classifiers, it should improve the accuracy of the human annotated training
data as evidenced by reduced proportion of invalid labels and improvements in intercoder reliability.
This paper proposes a study design that can aid the researcher’s decision on whether to incorpo-
rate multimodal information into the labeling process. We propose a set of performance metrics
regarding the costs and benefits ofmultimodal labeling and an experimental framework that can help
researchers estimate them in the pilot stage of their content analysis and illustrate the design with a
tweet-labeling task. We show that failing to provide labelers with full multimodal content degrades
the quality of labels returned, which is of first-order importance for applied researchers attempting
to measure a quantity of theoretical interest. And we show that the penalty to downstream text-based
classifier performance when using multimodal content for labeling highlights the need for applied
researchers to pursue recent innovations in machine learning algorithms that can exploit both the
text and non-text features of the training data.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.1017/psrm.2025.
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