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Asymptotic predictions on the velocity gradient
statistics in low-Reynolds-number random flows:
onset of skewness, intermittency and alignments
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Stirring a fluid through a Gaussian forcing at a vanishingly small Reynolds number
produces a Gaussian random field, while flows at higher Reynolds numbers exhibit
non-Gaussianity, cascades, anomalous scaling and preferential alignments. Recent
works (Yakhot & Donzis, Phys. Rev. Lett., vol. 119, 2017, 044501; Khurshid et al.,
Phys. Rev. E, vol. 107, 2023, 045102) investigated the onset of these turbulent hallmarks
in low-Reynolds-number flows by focusing on the scaling of the velocity gradients and
velocity increments. They showed that the onset of power-law scalings in the velocity
gradient statistics occurs at low Reynolds numbers, with the scaling exponents being
surprisingly similar to those in the inertial range of fully developed turbulence. In this
work we address the onset of turbulent signatures in low-Reynolds-number flows from
the viewpoint of the velocity gradient dynamics, giving insights into its rich statistical
geometry. We combine a perturbation theory of the full Navier–Stokes equations with
velocity gradient modelling. This procedure results in a stochastic model for the velocity
gradient in which the model coefficients follow directly from the Navier–Stokes equations
and statistical homogeneity constraints. The Fokker–Planck equation associated with our
stochastic model admits an analytic solution that shows the onset of turbulent hallmarks at
low Reynolds numbers: skewness, intermittency and preferential alignments arise in the
velocity gradient statistics through a smooth transition as the Reynolds number increases.
The model predictions are in excellent agreement with direct numerical simulations of
low-Reynolds-number flows.
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1. Introduction

The Reynolds number characterizes the range of active scales involved in the flow of a
Newtonian fluid, determining the transition from a laminar motion to a disordered and
turbulent state (Reynolds 1883). At a vanishingly small Reynolds number, the flow obeys
linear equations, and stirring the fluid through a Gaussian random forcing produces a
Gaussian random velocity field. On the other hand, flows at higher Reynolds numbers
undergo a nonlinear evolution and exhibit highly non-Gaussian turbulent features. These
distinguishing marks of the turbulent dynamics include cascades (e.g. Alexakis & Biferale
2018; Ballouz & Ouellette 2020; Vela-Martín & Jiménez 2021), anomalous scaling of the
velocity increments (e.g. Benzi et al. 1995; Chen et al. 2005), extreme intermittency and
preferential alignments of the velocity gradients (e.g. Ashurst et al. 1987; Lund & Rogers
1994; Buaria et al. 2019; Buaria & Pumir 2022). Recent works (Yakhot & Donzis 2017;
Sreenivasan & Yakhot 2021; Gotoh & Yang 2022; Khurshid, Donzis & Sreenivasan 2023)
characterized the onset of these turbulent features and highlighted a striking similarity
between the scalings in low-Reynolds-number flows and fully developed turbulence, which
motivates further investigations of low-Reynolds-number random flows.

One approach to address the onset of turbulent motion consists of considering the
three-dimensional, incompressible Navier–Stokes equations for a statistically isotropic
flow without boundaries, driven by a large-scale Gaussian forcing. This set-up excludes
the effect of any boundary condition and partially overcomes the lack of universality
of low-Reynolds-number flows (Gotoh & Yang 2022). Such idealized flows can be
investigated analytically at a small Reynolds number by formulating a perturbation theory
of the Navier–Stokes equations (Wyld 1961). This direct approach provides complete
insight into the full velocity field at low Reynolds numbers but involves several technical
complications. For example, the terms in the series expansion soon become excessively
complicated and violations of Galilean invariance occur (Yakhot & Donzis 2018).

A recent insightful approach focused on the scaling of the velocity gradient moments
and structure functions at a low Reynolds number (Yakhot & Donzis 2017; Sreenivasan
& Yakhot 2021) starting from the Hopf equation for the characteristic functional
of the velocity field (Hopf 1952). This scaling analysis showed that, surprisingly,
low-Reynolds-number flows without an inertial range, not detected even with the aid of the
extended self-similarity (Benzi et al. 1993), have qualitatively the same scalings as fully
developed turbulence (Schumacher, Sreenivasan & Yakhot 2007). In particular, the scaling
exponents of the structure functions, with the Reynolds number and spatial separation,
observed in low-Reynolds-number flows match well the scaling exponents predicted by a
theory relying on very-high-Reynolds-number hypotheses (Yakhot & Sreenivasan 2004).
Those scalings are observed at spatial separations r � η, where η is the Kolmogorov length
scale, and at a Reynolds number based on the Taylor microscale Reλ � 9, whereas any
anomalous scaling is negligible at Reλ ≤ 3 (Yakhot & Donzis 2017). While this scaling
analysis fully characterizes the velocity increment statistics across the scales, it does not
shed light on the rich statistical geometry of the flow. For example, the alignments and
interplay between the strain rate and the vorticity cannot be inferred.

Here, we address the onset of non-Gaussianity in flows driven by a random forcing from
the viewpoint of the velocity gradients. The velocity gradient encodes many distinguishing
features of the turbulent state (Meneveau 2011), and it comprehensively characterizes the
geometry of the vorticity and strain rate. As the Reynolds number increases, the velocity
gradient transitions from a Gaussian random matrix state (Livan, Novaes & Vivo 2018)
to a turbulent state, featuring skewness of the longitudinal components, associated with
the cascade of kinetic energy (Eyink 2006; Carbone & Bragg 2020; Johnson 2020), and
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Velocity gradients in low-Reynolds-number random flows

preferential configurations of the strain-rate eigenvalues (Betchov 1956; Lund & Rogers
1994; Davidson 2015), as well as intermittency and preferential alignments between the
vorticity and the strain-rate eigenvectors (Ashurst et al. 1987; Buaria, Bodenschatz &
Pumir 2020).

To analytically capture the onset of non-Gaussianity, we construct a model for the
velocity gradients that is directly derived from the randomly forced Navier–Stokes
equations at low Reynolds numbers. The main challenge in formulating such a model
for the gradient dynamics stems from the non-locality of turbulence. The drastic reduction
of degrees of freedom in going from the full Navier–Stokes equations to a small system
of ordinary differential equations governing the gradient dynamics comes at the cost
of introducing unclosed terms (Meneveau 2011). Those unclosed terms consist of the
traceless/anisotropic pressure Hessian and the viscous Laplacian of the velocity gradient,
which require modelling. Recent phenomenological models for the velocity gradient have
proven effective in reproducing the small-scale turbulence statistics at moderately large
Reynolds numbers (e.g. Girimaji & Pope 1990; Chertkov, Pumir & Shraiman 1999;
Chevillard & Meneveau 2006; Wilczek & Meneveau 2014; Johnson & Meneveau 2016;
Pereira, Moriconi & Chevillard 2018; Leppin & Wilczek 2020).

In contrast to phenomenological models at high Reynolds numbers, our low-Reynolds-
number model for the velocity gradients can be derived directly from the Navier–Stokes
equations. This direct derivation reduces the number of modelling hypotheses and
free parameters. Indeed, at order zero in the Reynolds number, the velocity field is
Gaussian, allowing for the exact computation of the non-local/unclosed terms in the
equations governing the velocity gradient (Wilczek & Meneveau 2014). We use those exact
expressions of the unclosed terms at zero Reynolds number to construct an expansion in
the Reynolds number of the velocity gradient dynamics. Then, we close the model by
using the asymptotic weak-coupling expansion of the full Navier–Stokes equations at small
Reynolds number (Wyld 1961), combined with the two statistical homogeneity constraints
on the incompressible velocity gradient (Betchov 1956; Carbone & Wilczek 2022). The
resulting model for the single-time statistics of the velocity gradient does not feature
adjustable parameters and does not require any input from simulations or experiments.
Furthermore, we extend the model to predict the full temporal dynamics by using two
adjustable model parameters fitted from direct numerical simulation (DNS) results. This
extended model captures both the velocity gradient single-time statistics and the time
correlations.

The presented model is associated with a Fokker–Planck equation (FPE) for the velocity
gradient probability density function (p.d.f.), in which the Reynolds number and forcing
parameters are in one-to-one correspondence with the same parameters featured in the
forced Navier–Stokes equations. This FPE admits asymptotic analytic solutions, thus
yielding an analytic approximation to the velocity gradient p.d.f. We also provide extensive
comparisons of the analytical results to DNS data. Since the analytical results are only
asymptotically valid, at a sufficiently small Reynolds number, the DNS results help to
determine up to which Reynolds number our analytical results hold. We also included
some DNS results at higher Reynolds numbers to illustrate which low-Reynolds-number
features persist in turbulent flows.

Attempts to analytically predict the high-dimensional velocity gradient p.d.f. so far
built upon phenomenological models for the small-scale turbulent dynamics (Chertkov
et al. 1999; Moriconi, Pereira & Grigorio 2014; Apolinário, Moriconi & Pereira 2019).
In general, the analytical expression for the p.d.f. follows from field-theoretical methods
employed to solve the nonlinear Langevin equation governing the flow dynamics (Martin,
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Siggia & Rose 1973), consisting of the renormalized action method with a one-loop
correction (Kleinert & Schulte-Frohlinde 2001; Cavagna et al. 2021). The resulting
form of the p.d.f. of the gradient is typically not integrable analytically, thus preventing
the direct computation of marginal distributions and moments, computed instead via
Monte-Carlo sampling (Moriconi et al. 2014). Differently, our prediction of the p.d.f.
of the velocity gradient is analytically integrable and it allows us to derive expressions
for the marginal distributions and the moments of the velocity gradients. Those analytic
expressions explicitly relate the quantities of interest, e.g. skewness, kurtosis and
preferential alignments of the gradients, to the Reynolds number and forcing parameters,
thus rationalizing the onset of non-Gaussianity in low-Reynolds-number random flows.

The paper is organized as follows. Section 2 presents the derivation of a FPE for the
velocity gradient p.d.f. from the Navier–Stokes equations. Section 3 specializes the FPE
for low-Reynolds-number flows, while § 4 presents its analytic solution. The comparison
between the model/analytic predictions and low-Reynolds-number DNS is presented in
§§ 5 and 6, while the conclusions and outlook are discussed in § 7. Appendices A and B
describe the set-up of the numerical simulations and the low-Reynolds-number expansion
of the Navier–Stokes equations used to determine the model coefficients.

2. Fokker–Planck equation for the velocity gradient probability density in
statistically isotropic flows

In this section we obtain the general FPE governing the single-time/single-point statistics
of the velocity gradient. We then specialize it for flows at low Reynolds numbers.

2.1. Governing equations and reference scales
We begin with the three-dimensional incompressible Navier–Stokes equations, driven by
an external Gaussian stochastic forcing F ,

∇ · u = 0, (2.1a)

∂tu + Reγ [(u · ∇)u + ∇P] = ∇2u + σF , (2.1b)

where u(x, t) is the velocity field, P(x, t) is the pressure field and Reγ is the Reynolds
number. The equation governing the velocity gradient dynamics is obtained by taking the
gradient of (2.1),

Tr(A) = 0, (2.2a)

∂tA + Reγ u · ∇A = −Reγ (AA + H) + ∇2A + σ∇F , (2.2b)

where Aij = ∇jui is the velocity gradient, Hij = ∇i∇jP is the pressure Hessian and
standard matrix product is implied. The Gaussian tensorial noise ∇F in (2.2) has zero
mean, is statistically isotropic and white in time. Its single-point statistics are fully
specified by its single-point correlation, which in Cartesian component notation reads〈∇jFi(x, t)∇qFp(x, t′)

〉 = δ(t − t′)
(
4δipδjq − δiqδjp − δijδpq

)
, (2.3)

where δij denotes the Kronecker delta. The two-point correlation of the stochastic forcing
is detailed in Appendix A.

Equations (2.1) and (2.2) are written in non-dimensional variables suited for the
upcoming low-Reynolds-number expansion. We employ non-dimensional variables
throughout the paper, and denote the corresponding dimensional variables with a bar
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when needed. To construct reference scales for a suitable non-dimensionalization of the
variables, we introduce a reference length γ̄0, related to the damping role of the viscous
Laplacian at very low Reynolds numbers. When the velocity field is multipoint Gaussian,
the conditional Laplacian of the velocity gradient reduces to a linear damping (Wilczek &
Meneveau 2014), and the corresponding damping length scale is (in dimensional variables)

γ̄0 =
√

−
〈
ĀijĀij

〉〈
Āij∇̄2Āij

〉 . (2.4)

The length scale γ̄0 depends on the spatial correlation of the forcing, and we determine
it in Appendix B. Using γ̄0, together with the kinematic viscosity of the fluid ν̄ and the
Kolmogorov time scale τ̄η = 1/

√
〈‖Ā‖2〉 (angle brackets indicating ensemble average), we

define the non-dimensional variables employed in (2.1) as

t = (ν̄/γ̄ 2
0 )t̄, x = x̄/γ̄0, u = (τ̄η/γ̄0)ū, σ 2 = (γ̄ 2

0 τ̄ 2
η /ν̄)σ̄ 2. (2.5a–d)

Based on these quantities, we can define a Reynolds number according to

Reγ = γ̄ 2
0

ν̄τ̄η

, (2.6)

which expresses the ratio between the velocity gradient magnitude τ̄−1
η and the viscous

damping ν̄/γ̄ 2
0 . The Reynolds number (2.6) weighs the nonlinearities in (2.1), thus

allowing us to take the small-Reynolds-number limit properly. The zeroth-order solution of
the non-dimensional Navier–Stokes equation (2.1) consists of a Gaussian random velocity
field resulting from a stochastically driven diffusion equation. By gradually increasing the
Reynolds number, the nonlinear terms come into play leading to non-Gaussian statistics.

In the following, we analyse this ‘onset of non-Gaussianity’ at low Reynolds numbers
as Reγ increases. In previous works (e.g. Yakhot & Donzis 2017; Khurshid et al. 2023) the
onset of non-Gaussianity has been investigated by means of the more common Reynolds
number based on the Taylor microscale, Reλ. In Appendix B we show that at low Reynolds
numbers, Reλ and Reγ are proportional, namely

Reλ � 1.5Reγ , (2.7)

with the proportionality factor being weakly dependent on the correlation of the stochastic
forcing (the reported value refers to our simulation set-up). The moderate dependence
of the proportionality factor in (2.7) on the forcing correlation gives some robustness to
characterizing the onset of non-Gaussianity by means of either Reλ and Reγ , and we will
see that our estimate for the critical Reλ is consistent with that of Yakhot & Donzis (2017).

2.2. Fokker–Planck equation for the velocity gradient invariants
Equation (2.2) is associated with a FPE for the p.d.f. of the velocity gradient f (A; t).
In Cartesian components, the FPE for an ensemble of fluid particles sharing the same
instantaneous configuration of the velocity gradient A reads (Wilczek & Meneveau 2014),

∂f
∂t

= ∂

∂Aij

[
Reγ

(
AikAkj + 〈Hij(x, t)

∣∣A〉) f − 〈∇2Aij(x, t)
∣∣A〉 f

+ 1
2
σ 2
(

4
∂f
∂Aij

− ∂f
∂Aji

)]
, (2.8)

where 〈·|A〉 denotes the ensemble average conditional on the velocity gradient
configuration A. The conditional averages in (2.8), namely the anisotropic part of the
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conditional pressure Hessian and the viscous Laplacian of the gradient, are unclosed terms
that cannot be computed based only on the gradient at a single point (Meneveau 2011).
Thus, the simplifications of going from the equation for the whole velocity gradient (2.2)
(encoding the full space–time complexity of the velocity gradient field realizations) to an
equation for the single-time/single-point statistics of the gradients (2.8), come with the
cost of introducing unclosed terms.

In statistically isotropic flows, the velocity gradient p.d.f. f is rotationally invariant,
namely a function of only the five independent velocity gradient invariants (Itskov 2015).
Statistical isotropy then allows us to employ tensor function representation theory (e.g.
Rivlin & Ericksen 1955; Itskov 2015) to express the unclosed conditional averages in (2.8)
as isotropic tensor functions of the velocity gradient (e.g. Pope 1975; Novikov 1993). The
conditional averages are represented as combinations of basis tensors Bn with coefficients
γn that depend upon the velocity gradient invariants Ik. More specifically, the basis
tensors are formed through the strain-rate tensor S = (A + A	)/2 and rotation-rate tensor
W = (A − A	)/2, and they read

B1 = S, B3 = S̃S, B5 = SW + W S, B7 = ˜SWW + ˜WW S,

B2 = W , B4 = SW − W S, B6 = W̃W , B8 = ˜SSW + ˜W SS,

}
(2.9)

where the tilde indicates the traceless/anisotropic part of the tensor, and the standard
matrix product is implied. It would be necessary to include two additional basis tensors in
(2.9) to fix a possible degeneracy of the basis (Pennisi & Trovato 1987), but we ignore those
zero-measure configurations. The independent invariants Ik formed through the velocity
gradient read

I1 = Tr (SS) , I3 = Tr (SSS) , I5 = Tr (SSW W ) ,

I2 = Tr (W W ) , I4 = Tr (SW W ) .

}
(2.10)

A sixth invariant would be necessary to fix the handedness of the strain-rate eigenvector
basis with respect to the vorticity. However, this sixth invariant is uniquely determined in
terms of the other five only up to a sign (Lund & Novikov 1992) and we do not consider it
as an independent variable.

With the above definitions of the basis tensors (2.9) and invariants (2.10), the drift term
in the FPE (2.8) can be compactly written as

Reγ (AA + 〈H(x, t)|A〉) − 〈∇2A(x, t)
∣∣A〉 = 8∑

n=1

γn(I)Bn. (2.11)

The number of basis tensors (2.9) that are necessary to form a basis and to represent the
most general drift (2.11), depends on the functional form of the polynomial coefficients
γn(I). If the coefficients are polynomials of the invariants, sixteen basis tensors are
necessary to form a basis (Tian, Livescu & Chertkov 2021; Buaria & Sreenivasan 2023).
However, if we relax the constraints on the coefficients, thus allowing them to be generic
functions of the velocity gradient invariants (2.10), then we need just ten basis tensors to
form a complete basis to represent any traceless tensor function (Pennisi & Trovato 1987).
Furthermore, two of those ten basis tensors are linear combinations of the others, except
when the strain-rate eigenvalues coincide and/or the vorticity is an eigenvector of the
strain rate. Those configurations occur with zero probability, since during the dynamical
evolution of the velocity gradients two of the eigenvalues may be very close at a certain
time, but they will be pushed far apart by the dynamics at some later time. Equivalently, if
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Velocity gradients in low-Reynolds-number random flows

we draw our random matrix A from a realistic turbulent distribution, the probability of
realizations featuring coincident strain-rate eigenvalues and/or vorticity parallel to some
of the strain-rate eigenvectors is zero. We finally have the eight basis tensors (2.9), the
same in number as the independent Cartesian components of a traceless matrix.

The general expression (2.11) allows us to formulate the FPE (2.8) in terms of the
invariants by carrying out the contractions using symbolic calculus (Meurer et al. 2017).
For notation simplicity, we denote the p.d.f. of the velocity gradient with f regardless of
its argument, f (I(A)) ≡ f (A) since f is a probability density with respect to the traceless
tensor A and the invariants Ik are employed only for a simpler (isotropic) parametrization.
Finally, the steady-state FPE (2.8) reduces to

γnφ
nf + MklZln ∂ (γnf )

∂Ik
− σ 2

2
Mkl

(
4φl − φ′l

) ∂f
∂Ik

= σ 2

2
MklMpq

(
4Zlq − Z′lq

) ∂2f
∂Ik∂Ip

,

(2.12)

with sum over repeated indices implied. The symmetric matrix Z in (2.12) is the metric
tensor Zln(I) = Bl

ijB
n
ij, which in matrix form reads

Z =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I1 0 I3 0 0 I4 2I5 0
0 −I2 0 0 −2I4 0 0 −2I5

I3 0 I2
1

6 0 0 − I1I2
3 + I5

I1I4
3 + 2I2I3

3 0
0 0 0 I1I2 − 6I5 0 0 0 0
0 −2I4 0 0 −I1I2 + 2I5 0 0 −I1I4 − I2I3

3

I4 0 − I1I2
3 + I5 0 0 I2

2
6

I2I4
3 0

2I5 0 I1I4
3 + 2I2I3

3 0 0 I2I4
3 − I1I2

2
2 + 3I2I5 + 2I2

4
3 0

0 −2I5 0 0 −I1I4 − I2I3
3 0 0 I2

1I2
2 − 3I1I5 + 2I3I4

3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(2.13)

while Z′ln = Bl
ijB

n
ji denotes a modified metric tensor. The symbols φn(I) = ∂Bn

ij/∂Aij
indicate the divergence of the basis tensors

φ =
[

5 3 0 0 0 0
10I2

3
2I1

]
, (2.14)

while the divergence of the transposed basis tensors is φ′n = ∂Bn
ji/∂Aij. The components of

the derivatives of the invariants are collected in the matrix Mkl = (∂Ik/∂Aij)Bn
ijZ

−1
nl (with

Z−1 denoting the inverse of the metric tensor (2.13)), which in matrix form reads

M =

⎡⎢⎢⎢⎣
2 0 0 0 0 0 0 0
0 −2 0 0 0 0 0 0
0 0 3 0 0 0 0 0
0 0 0 0 −1 1 0 0
0 0 0 0 0 0 1 −1

⎤⎥⎥⎥⎦ . (2.15)

The quantities (2.13), (2.14), (2.15) characterizing the tensor basis (2.9) can all be derived
from the Christoffel symbols computed in Carbone & Wilczek (2022).

Equation (2.12) is a second-order partial differential equation for the function f (I) of the
five variables Ik. The model coefficients γn(I) determine the properties and complexity
of the FPE, and we will now compute the model coefficients γn for low-Reynolds-number
flows.

3. Determining the model coefficients

We introduce the two hypotheses necessary to obtain the presented model: the coefficients
γn in (2.11) are constant and the expansion (2.11) is truncated to basis tensors up to degree
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two in the velocity gradient. While these assumptions are exact for the conditional pressure
Hessian at first order in Reynolds number, they introduce modelling approximations for the
viscous stresses. We will test the validity of the assumptions a posteriori, by comparing
the model coefficients γn with the same coefficients computed directly from DNS of
low-Reynolds-number flows (see figure 7).

3.1. Zeroth-order conditional velocity gradient Laplacian
At order zero in Reγ , the equation governing the velocity gradient dynamics (2.2) is linear,
and the resulting flow has Gaussian statistics. For a multipoint Gaussian random field, the
conditional Laplacian reduces to a linear damping (Wilczek & Meneveau 2014), and in the
non-dimensional variables (2.5a–d) we have〈

∇2A(x, t)
∣∣∣A〉 = −A + O

(
Reγ

)
. (3.1)

The conditional velocity gradient Laplacian for a Gaussian random field contributes to the
model coefficients (2.11) at order zero in Reynolds number, while the higher-order viscous
corrections require modelling.

3.2. Zeroth-order conditional anisotropic pressure Hessian
For a Gaussian random field, that is at order zero in Reynolds number, the conditional
traceless/anisotropic pressure Hessian takes the simple form (Wilczek & Meneveau 2014)〈

H̃(x, t)
∣∣A〉 = −2

7 S̃S − 2
5 W̃W + h4 (SW − WS) + O(Reγ ), (3.2)

while the local/isotropic part of the Hessian is specified by the incompressibility condition
Tr(H) = −Tr(AA). The conditional anisotropic pressure Hessian for a Gaussian random
field contributes to the model coefficients (2.11) at order one in Reynolds number.
Therefore, we know from Wilczek & Meneveau (2014) the exact first-order correction
to the gradient dynamics at small Reγ due to the pressure Hessian.

The coefficient h4 weighing B4 = SW − WS in (3.2) depends on the structure of the
Gaussian flow through the correlation function (Wilczek & Meneveau 2014; Johnson
& Meneveau 2016), but previous works have shown that it does not contribute to the
single-point statistics of the velocity gradient. This can be seen geometrically since B4

rotates the strain-rate eigenframe while leaving unchanged the vorticity orientation with
respect to the eigenframe itself (Carbone, Iovieno & Bragg 2020). It can also be seen from
the FPE for the gradient p.d.f. (2.12) since B4 contracts to zero with all the other basis
tensors (Leppin & Wilczek 2020), as from the fourth row/column of the metric tensor
(2.13). Therefore, we can ignore the contributions from B4 as long as we are concerned
with single-time/single-point statistics.

3.3. Tensor representation of the conditional averages and resulting velocity gradient
model

We model the higher-order contributions from the unclosed terms by employing the
general expression (2.11), truncated at degree two in the velocity gradient. We consider
the basis tensors (2.9) from B1 to B6, by keeping in mind that B4 can be ignored as long
as we focus on single-point statistics. Also, we assume that the coefficients γn in (2.11)
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are constant. These hypotheses, together with the exact expression of the zeroth-order
conditional averages (3.1), (3.2), yield the following representation of the drift term (2.11):

Reγ (AA + 〈H(x, t)|A〉) −
〈
∇2A(x, t)

∣∣∣A〉 = A − Re2
γ [δ1S + δ2W ]

+ Reγ

[(
5
7 − δ3

)
S̃S + γ4 (SW − WS) + (1 − δ5) (SW + WS) +

(
3
5 − δ6

)
W̃W

]
.

(3.3)

Here the constant coefficients δi are of order one and are to be determined. We include
second-order terms in Reγ to keep the variance of the gradients constant for all Reynolds
numbers, as is the case for the stochastically driven Navier–Stokes equations (2.1). The
powers in the Reynolds numbers in (3.3) have been chosen so that the model equations
remain unchanged under the transformation t̄ → −t̄ and ν̄ → −ν̄, as is the case for the
Navier–Stokes equations (2.1). We will test a posteriori the trend of the model coefficients
in terms of the Reynolds number against the DNS data (see figure 7).

The constant model parameters δ1, δ2, δ3, δ5, δ6 remain to be determined. To do this,
we use the two Betchov homogeneity constraints (Betchov 1956), the perturbation theory
at a small Reynolds number for the full Navier–Stokes equations (Wyld 1961), together
with the constant dissipation rate imposed by the stochastic forcing (Novikov 1965). This
results in constraints on the average of the velocity gradient invariants

〈I1〉 = 1
2 , 〈I1 + I2〉 = 0, 〈I3 + 3I4〉 = 0, (3.4a)

〈I3〉 = S3Reγ , 〈I5〉 = − 1
12 + X5Re2

γ , (3.4b)

where S3 and X5 are constant parameters. The first relation in (3.4a) follows from the
constant variance of the gradients imposed by the stochastic forcing. It implies that the
Kolmogorov time scale τη = 1/

√
2 〈I1〉 is one in the non-dimensional variables (2.5a–d).

The other relations in (3.4a) are the two independent Betchov homogeneity constraints
that can be formulated using solely the velocity gradient (Carbone & Wilczek 2022).
The homogeneity relations (3.4a) have already been employed to reduce the number of
parameters in numerical simulations of velocity gradient models at high Reynolds numbers
(Girimaji & Pope 1990; Johnson & Meneveau 2016; Leppin & Wilczek 2020), and here
we can impose those constraints analytically, as we will see below. Relations (3.4b) follow
from a low-Reynolds-number expansion of the Navier–Stokes equations (Wyld 1961). The
quantities S3 and X5 represent, respectively, the rate of change of the third- and fourth-order
moments of the velocity gradient with the Reynolds number, starting from a Gaussian
zeroth-order configuration. These coefficients depend on the forcing correlation, and we
determine them in Appendix B.

In the constraints (3.4) the brackets indicate the ensemble average, that is, for a generic
function of the velocity gradient ϕ(A),

〈ϕ(A)〉 =
∫

dA f (I(A); δi) ϕ(A), (3.5)

where f (I; δi) is the p.d.f. of the velocity gradient governed by the FPE (2.12), with the
drift term (2.11). The FPE (2.12) admits perturbative analytic solutions at small Reynolds
numbers, as described in further detail in the next section. This analytic solution f (I; δi)
depends parametrically on the model coefficients δi, and it allows us to compute the
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ensemble averages in (3.4) analytically. Therefore, the five constraints (3.4) constitute a
linear system of five equations for the five model parameters δ1, δ2, δ3, δ5, δ6. The solution
of this linear system is

δ1 = −1824S2
3

35
− 144X5

7
, δ2 = 96S2

3
7

+ 240X5

7
,

δ3 = 5
7

+ 120S3

7
, δ4 = γ4 − h4,

δ5 = 1 − ζ5 − 72S3

7
− 180X5

7S3
, δ6 = 3

5
− 6ζ5

5
− 936S3

35
− 216X5

7S3
.

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(3.6)

Additionally, the noise variance σ 2 = 1/15 is fixed by the constraint τη = 1 at Reγ = 0 (at
which the FPE (2.12) with the drift (3.3) is an Ornstein–Uhlenbeck process). We assume
that the noise variance σ 2 is independent of the Reynolds number.

We have now determined all the single-time/single-point model coefficients, δi and σ .
The model features the exact first-order contribution in Reγ from the pressure Hessian,
while the modelling hypotheses concern the representation of the higher-order corrections.
The resulting model for the velocity gradient single-time statistics does not feature any
free parameter, not requiring any parameter scan to match the DNS results. Still, there are
two free gauge parameters, namely γ4 and ζ5, which do not affect single-time statistics,
but only multi-time correlations. This gauge stems from the fact that the Gaussian and
isotropic p.d.f. with unity Kolmogorov time scale (e.g. Wilczek & Meneveau 2014)

f0 = 225
√

5
π4 exp

[− (4δipδjq + δiqδjp
)

AijApq
]

(3.7)

solves the nonlinear steady-state FPE

∂

∂Aij

[(
Aij + Reγ ζ5

(
B5

ij + 6
5

B6
ij

)
+ Reγ γ4B4

ij

)
f0 + 1

30

(
4

∂f0
∂Aij

− ∂f0
∂Aji

)]
= 0 (3.8)

for all γ4 and ζ5. A particular case of this gauge for the zeroth-order Gaussian solution has
been observed by Leppin & Wilczek (2020). We will determine the gauge parameters γ4
and ζ5 in § 6, where we focus on multi-time statistics, with the aid of DNS data.

4. Analytic approximation of the velocity gradient p.d.f. at small Reynolds numbers

The FPE (2.12) with the drift term specified by (3.3) admits perturbative solutions in the
Reynolds number. The solution is expanded up to second order,

f (I) ∼ f0(I) + Reγ f1(I) + Re2
γ f2(I), (4.1)

and we solve for fi at all orders, in the form of a polynomial of the invariants times the
zeroth-order Gaussian solution. In particular, plugging the expansion (4.1) into the FPE
(2.12), comparing terms of the same order in Reynolds number, and imposing the average
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constraints (3.4) yields the following asymptotic solution of the FPE at small Reγ :

f0 = 225
√

5
π4 exp(−5I1 + 3I2), (4.2a)

f1 = 3600
√

5S3 (25I3 − 21I4)

7π4 exp(−5I1 + 3I2), (4.2b)

f2 = 720
√

5
49π4

(−16 320S2
3I1I2 − 6860S2

3I1 − 1344S2
3I2

2 − 140S2
3I2 + 50 000S2

3I2
3

+ 84 000S2
3I3I4 + 35 280S2

3I2
4 + 42 240S2

3I5 + 2240S2
3 − 22 950X5I1I2 − 1575X5I1

+1890X5I2
2 − 1575X5I2 + 59400X5I5

)
exp(−5I1 + 3I2). (4.2c)

We remark that while the solution (4.1) is only asymptotic in Reγ , the terms fi in (4.2)
solve exactly, for all Ik, the expanded partial differential equation (2.12) at each order
in the Reynolds number. Therefore, while we deal with an asymptotic expansion at
small Reynolds number, there is no explicit assumption on the magnitude of the velocity
gradients. To assess the asymptotic solution (4.2) by symbolic computation, we rewrote the
terms in (4.2) as functions of the Cartesian components of the velocity gradient, inserted
the resulting expression into the Cartesian FPE (2.8), and checked that the remainder is
zero up to second order in Reynolds number.

The main advantage of the simple expansion (4.2) is that it gives full analytic access
to the relevant moments of the p.d.f. This allows us to investigate analytically the onset
of non-Gaussianity at small Reynolds number. A shortcoming of this expansion is that
the approximate p.d.f. (4.2) may not be positive for all Ik and Reγ . The approximation
to the velocity gradient p.d.f. (4.2) changes sign when the polynomial prefactor (which
multiplies the Gaussian exponential part) vanishes. Setting the polynomial prefactor to
zero is equivalent to solving a quadratic equation for Reγ . The roots of that algebraic
equation, as functions of the velocity gradient invariants, show that the p.d.f. can become
negative at low Reγ only for large values of the invariants. At those large values of the
velocity gradient invariants the Gaussian exponential part exp(−5I1 + 3I2) has already
strongly decayed. The comparison with the numerical results in § 5 will show that this
positivity issue is indeed negligible in the explored range of Reynolds numbers.

An alternative way to obtain an asymptotic solution of the FPE (2.12) consists of
the effective action method, proposed in Martin et al. (1973) for stochastic differential
equations. This method yields solutions of the form exp(−S(I)), where S is the effective
action, featuring higher-order polynomials in Ik and Reγ . Such a p.d.f. does not give
analytic access to the moments, which are usually computed numerically via Monte-Carlo
sampling (Moriconi et al. 2014). The effective action involves renormalized noise variance
and model coefficients (Apolinário et al. 2019) aiming to improve the accuracy and range
of validity of the analytic predictions. Our model targets Reγ very small, and the equations
themselves are only valid for low Reynolds numbers. Therefore, in this set-up, the simple
expansion yielding the solution (4.2) seems appropriate, and we leave more advanced
approaches for future work.

4.1. Volume elements and the moments of the velocity gradient
The solution (4.2) allows us to compute ensemble averages analytically. The ensemble
average (3.5) is conveniently computed in the strain-rate eigenframe. We express all the
invariants Ik in terms of the strain-rate eigenvalues λi and vorticity principal components
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ωi = vi · ω, where vi are the strain-rate eigenvectors. Additionally, we use coordinates in
the strain-rate eigenframe based on the vorticity magnitude ω = ‖ω‖ and the alignments
between the vorticity vector and strain-rate eigenvectors, ω̂i ≡ ωi/ω. This procedure
transforms the integral (3.5) into

〈ϕ(I)〉 =
∫

dS
∫

dω1 dω2 dω3 f (I)ϕ(I), (4.3)

with the integrations in the strain-rate eigenframe specified by∫
dS =

∫ ∞

0
dλ2

∫ +∞

λ2

dλ1 JS(λ) +
∫ 0

−∞
dλ2

∫ +∞

−2λ2

dλ1 JS(λ), (4.4a)∫
dω1 dω2 dω3 =

∫ +∞

0
dω2

∫ 1

0
dω̂2

1

∫ 1

0
dω̂2

2 Jω(ω, ω̂), (4.4b)

and where the invariants are also expressed as functions of the strain-rate variables,

I1 =
∑

i

λ2
i , I2 = −ω2

2
,

I3 =
∑

i

λ3
i , I4 = ω2

4

∑
i

λiω̂
2
i , I5 = ω2

4

∑
i

λ2
i

(
ω̂2

i − 1
)

.

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (4.5)

Due to the statistical isotropy, rotations of the strain-rate eigenframe can be integrated
out. This reduces the dimensionality of the ensemble average integral from eight (i.e. the
independent components of the traceless A in (3.5)) to five (i.e. the independent strain-rate
eigenvalues and the vorticity principal components in (4.4)). However, integrating out
rotations also comes at the cost of introducing volume elements (Livan et al. 2018), namely
JS and Jω in (4.4a). The volume element JS associated with the transformation from a
standard Cartesian reference frame to the strain-rate eigenframe consists of the Wigner
repulsion term (Wigner 1955)

JS = 2π2 |(λ1 − λ2)(λ2 − λ3)(λ1 − λ3)| =
√

2π2
√
I3

1 − 6I2
3 . (4.6)

The absolute value in (4.6) drops when employing the ordered strain-rate eigenvalues
λ1 > λ2 > λ3 as integration variables. Due to incompressibility, λ1 + λ2 + λ3 = 0, and
we have two possible configurations, λ1 > λ2 > 0 or λ1 > −2λ2 > 0, which specify the
integration bounds in (4.4a). Finally, going from Cartesian coordinates to the vorticity
magnitude/orientation in the strain-rate eigenframe introduces the volume element

Jω = 1
8

√
ω2

ω̂2
1ω̂

2
2ω̂

2
3
, (4.7)

where ω̂2
3 = 1 − ω̂2

1 − ω̂2
2, and we can consider only positive values of the vorticity

principal components ω̂i since the invariants Ik (4.5) are even functions of the vorticity.

5. Comparison of single-point/single-time statistics

We compare the single-time/single-point velocity gradient statistics resulting from our
model and from DNS at low Reynolds numbers. We point out several qualitative changes
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Figure 1. Onset of skewness, intermittency and alignments at low Reynolds number, in terms of the expansion
parameter Reγ . (a) Normalized moments of the longitudinal velocity gradient component A11. Note that we plot
〈(−A11)

n〉 since the odd-order moments are negative. (b) Alignments between the vorticity and the strain-rate
eigenvectors. Solid coloured lines are from DNS, while black dashed lines are the analytic predictions from our
low-Reynolds-number model. The inset shows the deviation of the alignments from the Gaussian configuration,
|3 〈ω̂2

i
〉− 1|, as a function of Reγ , in a log-log scale.

in the dynamics and statistical geometry of the gradient as the Reynolds number increases
until a transition to turbulence. The DNS set-up is detailed in Appendix A, while all the
theoretical predictions follow by integrating out variables from the asymptotic solution
(4.1), making use of the expressions for the ensemble average (4.4). The DNS and model
parameters are in one-to-one correspondence. In particular, the zeroth-order conditional
viscous damping and the correlations of the forcing are the same in the model and in the
DNS, as described in Appendices A and B.

5.1. Moments of the velocity gradient invariants
Increasing the Reynolds number starting from zero leads to the onset of the skewness,
intermittency and preferential alignments in the gradient statistics. We analyse these three
features separately by looking at the strain-rate and vorticity statistics from the strain-rate
eigenframe viewpoint (Dresselhaus & Tabor 1992; Tom, Carbone & Bragg 2021).

Figure 1(a) shows the normalized moments of the strain-rate longitudinal components
as a function of the Reynolds number Reγ . The moments of the invariants are related to
the moment of the longitudinal strain-rate component through (Betchov 1956; Davidson
2015) 〈

A2
11

〉
= 2

15 〈I1〉 ,
〈
A3

11

〉
= 8

105 〈I3〉 ,
〈
A4

11

〉
= 4

105

〈
I2

1

〉
. (5.1a–c)

The skewness of the strain rate is quantified via the third-order moment of the strain
rate 〈I3〉, while the even and higher-order moments, e.g.

〈I2
1
〉
, quantify the intermittency.

After the rapid initial increase, the skewness of the longitudinal strain-rate component
approaches its typical high-Reynolds-number value of −0.5/ − 0.6. At large Reynolds
number, this skewness is predicted to be constant by a renormalization approach (Yakhot
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& Orszag 1986), while it weakly increases with the Reynolds number with an exponent
of order 0.1 in numerical simulations (Ishihara, Gotoh & Kaneda 2009). At Reγ = O(1),
the strain-rate statistics already display a remarkable skewness, while the intermittency
is negligible. This is because the third-order moments, e.g. 〈I3〉, grow linearly with the
Reynolds number, while even-order moments, e.g.

〈I2
1
〉
, grow quadratically. From this we

infer that the skewness is a dominant feature in low-Reynolds-number flows, while the
intermittency is negligible.

Figure 1(b) shows a striking qualitative change in the statistical geometry of the velocity
gradient at low Reynolds numbers: the switching in the preferential alignments between
the strain rate and the vorticity. The alignments are characterized through the normalized
vorticity components in the strain-rate eigenframe ω̂i = vi · ω/‖ω‖ (where vi are the
strain-rate eigenvectors), ordered based on the corresponding strain-rate eigenvalue λi,
with λ1 ≥ λ2 ≥ λ3. The vorticity aligns with the most extensional strain-rate eigenvector
at low Reynolds number, and only at Reγ � 5 it aligns with the intermediate eigenvector.
At Reγ < 5, the alignments are as if the vorticity was a material line in the fluid flow
subject to a persistent strain. Then, at Reγ � 5, the transition to turbulence begins: the
somewhat counter-intuitive alignment between the intermediate strain-rate eigenvector
and the vorticity establishes, as in fully developed turbulence (Ashurst et al. 1987). The
onset of this peculiar alignment at a higher Reynolds number is consistent with the local
nonlinearities in the velocity gradient dynamics becoming more relevant. For example,
the restricted Euler model (Vieillefosse 1982), in which the gradient is driven only by the
local/anisotropic part of the nonlinear term, also displays alignment between the vorticity
and the intermediate strain-rate eigenvector while approaching a finite-time singularity
(Novikov 1990; Cantwell 1992).

By integrating out the strain-rate eigenvalues and vorticity magnitude from the
asymptotic solution of the FPE (4.1), with the ensemble average expressed in the form
of (4.4), we can get an analytic approximation of the vorticity principal components as a
function of the Reynolds number〈

ω̂2
1

〉
= 1

3
− 6

√
30S3Reγ

25
√

π
+ 4224S2

3Re2
γ

1225
+ 1188X5Re2

γ

245
,

〈
ω̂2

2

〉
= 1

3
− 8448S2

3Re2
γ

1225
− 2376X5Re2

γ

245
,

〈
ω̂2

3

〉
= 1

3
+ 6

√
30S3Reγ

25
√

π
+ 4224S2

3Re2
γ

1225
+ 1188X5Re2

γ

245
.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(5.2)

Both
〈
ω̂2

1
〉
and

〈
ω̂2

2
〉
start from a random uniform value

〈
ω̂2

i
〉 = 1/3 at zero Reynolds number.

Then
〈
ω̂2

1
〉

grows linearly with Reγ while
〈
ω̂2

2
〉

grows only quadratically. The preferential
alignments are closely related to the onset of the strain-rate skewness. Indeed, the fact
that S3 < 0 (analytically derived through the Wyld expansion in Appendix B) not only
implies an average direct energy cascade, but it also implies that the vorticity preferentially
aligns with the most extensional direction at low Reynolds number, as seen from (5.2).
However,

〈
ω̂2

1
〉
has a strong negative second-order contribution in Reγ and eventually,

〈
ω̂2

2
〉
,

which has a positive growth rate, takes over. The analytic approximation (5.2) suggests
that the growth of

〈
ω̂2

2
〉

with Reγ can only take place if X5 is negative, and its magnitude
is large enough compared with S2

3. Furthermore, it is known that the vorticity avoids
the compressional direction in turbulence (Ashurst et al. 1987). This lack of alignment
establishes already at very low Reynolds numbers, and it strongly depends on the fact
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that S3 and X5 are both negative. Our model captures this lack of alignment since
〈
ω̂2

3
〉

in
(5.2) has negative first- and second-order contributions, so it quickly decreases with the
Reynolds number.

The comparison between the DNS and model predictions for the strain-rate moments
and strain rate–vorticity alignments in figure 1 shows that our low-Reynolds-number
model is quantitatively accurate up to Reγ � 1, in qualitative agreement with the DNS
until Reγ � 5 and then breaks down, as expected for a perturbative weak-coupling
approach. Interestingly, the model can predict the switching of the strain rate–vorticity
alignments, that is essentially encoded in the first- and second-order corrections in Reγ to
the statistical alignments. However, the analytically predicted Reynolds number at which
the flipping of the preferential alignments takes place is slightly lower than the actual
one. This is because the perturbation parameter is already relatively large in the transition
regime, Reγ � 5.

The results highlight many qualitative changes as the Reynolds number increases,
consistent with the observations in recent works (Yakhot & Donzis 2017; Gotoh & Yang
2022; Khurshid et al. 2023). These works have identified a transition to turbulence based
on the sudden growth of the even velocity gradient moments and the onset of a power law
as their growth begins, around Reλ � 9. The transition is usually identified by means of the
Reynolds number based on the Taylor microscale Reλ, while we localize the transition in
terms of Reγ , that is the expansion parameter in our analysis. The two Reynolds numbers
are proportional close to the Gaussian state, Reλ � 1.5Reγ with moderate dependence
on the forcing details (see Appendix B), while they are non-trivially related at higher
Reynolds numbers, their relation depending on the spatial correlations of the forcing.
According to the estimate (2.7), the transition Reynolds number Reγ � 5 corresponds
to Reλ � 7.5, that is consistent with the transition Reynolds number estimated via the
analysis of the velocity gradient scaling exponents (Yakhot & Donzis 2017). Summarizing,
when Reλ = O(10) (more quantitatively Reλ between 5 and 10), the scaling exponents of
the velocity gradient moments as functions of the Reynolds number change and, as an
independent indicator, the alignments between the strain rate and vorticity flip towards a
turbulence-like configuration.

The transition from a Gaussian state to a turbulence-like configuration is smooth, as
shown by our model and DNS results. This is in agreement with the results in the
literature (e.g. Khurshid et al. 2023), which do not show sharp changes of the velocity
gradient scaling exponents in the vicinity of the critical Reynolds number. Analogously,
by taking the strain rate–vorticity alignments as an indicator of the velocity gradient state,
we observe the flipping of the preferential alignments at a critical Reγ , but the transition
towards a turbulent configuration is smooth and smeared in the vicinity of that critical
Reynolds number. Based on our results, we interpret the transition to turbulence reported
in the literature (e.g. Yakhot & Donzis 2017), not as a sharp change in the scaling exponents
of the velocity gradient moments in terms of Reλ, but rather as an approximation to a
smooth transition between two power-law trends with different exponents.

5.2. Cartesian velocity gradient components
The changes in the moments of the velocity gradient invariants reflect into the onset
of non-Gaussianity in the statistics of the velocity gradient Cartesian components. In
particular, the onset of skewed strain-rate statistics already at a very low Reynolds number
results in the non-Gaussianity of the velocity gradient longitudinal component p.d.f.,
shown in figure 2(a–c). As the Reynolds number increases, the left tail develops, while
the right tail becomes slightly sub-Gaussian near the p.d.f. core. Our model captures
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Figure 2. The p.d.f. of the longitudinal (a–d) and transverse (e–h) components of the velocity gradient at
various Reynolds numbers. The solid lines are from DNS, while the dashed black lines indicate the analytic
prediction from our low-Reynolds-number model. The thinner dashed line indicates the zeroth-order Gaussian
p.d.f.

the slight increase of the left tail up to Reγ = O(1), even though the non-Gaussianity
at such low Reynolds numbers is very mild compared with the non-Gaussianity in
high-Reynolds-number turbulence (figure 2d). The model can capture the p.d.f. for
approximately six decades for Reγ ≤ 1, but the quantitative agreement deteriorates with
increasing Reγ , and we can approximate the p.d.f. of A11 for only three decades at
Reγ = 2.5 due to the onset of an unphysical right tail. While the skewness of the
velocity gradient statistics is evident already at low Reγ , the signatures of intermittency
show up only at larger Reynolds numbers. This reflects in slight changes of the velocity
gradient off-diagonal component p.d.f., as shown in figure 2(e–g). Some intermittency is
noticeable only at Reγ > 1, and again very mild compared with the intermittency levels
of high-Reynolds-number turbulence (figure 2h). Our analytic prediction can capture the
slight increase of the tails of the p.d.f. and respects the symmetry (lack of skewness) of
the transverse component statistics.

5.3. Strain-rate statistics
In order to better understand the origin of the strain-rate skewness and to get insight into
the preferential configuration of the strain-rate eigenvalues observed in fully developed
turbulence (Betchov 1956), we analyse the p.d.f. of the strain-rate tensor using elements of
the theory of random matrices (Livan et al. 2018). At zero Reynolds number, the velocity
field is multipoint Gaussian, and the strain rate is an orthogonal Gaussian random matrix.
Gaussian random matrices are well-established tools in many research areas (Wigner 1955;
Dyson 1962), but less frequently employed in fluid dynamics. For example, the distribution
of the dissipation rate corresponding to a Gaussian strain rate (i.e. the p.d.f. of the norm
of a Gaussian symmetric matrix Wigner 1955) has been more recently derived in this field
(Shtilman, Spector & Tsinober 1993; Gotoh & Yang 2022).

Due to incompressiblity and statistical isotropy, the strain-rate p.d.f. is parameterized
through two quantities, namely the two independent (unordered) strain-rate eigenvalues λ1
and λ2, or the two principal invariants I1 = 2(λ2

1 + λ2
2 + λ1λ2) and I3 = 3λ1λ2(λ1 + λ2).

Therefore, changing coordinates from the standard Cartesian basis to the strain-rate
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eigenframe brings a remarkable dimensionality reduction. This change of coordinates
implies that the p.d.f. of the strain-rate p.d.f. fS(λ(S)) is related to the p.d.f. of its
eigenvalues ρλ(λ) through (Livan et al. 2018)

fS(λ) = ρλ(λ)

JS(λ)
, (5.3)

where JS is the volume element of the Stiefel manifold (James 1977), defined in
(4.6). Since the volume element JS has a convoluted form, the p.d.f. of the strain rate
parameterized through the eigenvalues, fS(λ), is visually much simpler than the p.d.f. of the
eigenvalues themselves ρ(λ). We will therefore plot and discuss fS(λ), shown in figure 3
for various Reynolds numbers. Furthermore, we employ the rescaled sum and difference of
the eigenvalues, so that the contours of the strain-rate p.d.f. at vanishingly small Reynolds
number are circles. The contours of the p.d.f. in figure 3 are logarithmically equispaced,
the coloured solid lines are from DNS and the black dashed lines represent the analytic
prediction obtained by integrating out the vorticity from (4.1) in the fashion of (4.4)

fS(λ) =
(

50
√

30
π5/2 − Reγ

60 000
√

30S3

7π5/2 λ1λ2 (λ1 + λ2) + Re2
γ

20 000
√

30S2
3

49π5/2

×
(

1800λ4
1λ

2
2 + 3600λ3

1λ
3
2 + 1800λ2

1λ
4
2 − 42λ2

1 − 42λ1λ2 − 42λ2
2 + 7

))
× exp(−10λ2

1 − 10λ1λ2 − 10λ2
2). (5.4)

The analytic prediction (5.4) captures the strain-rate p.d.f. up to Reγ = O(1).
Discrepancies appear in the zero-measure regions in which two of the strain-rate
eigenvalues coincide. This could be due to the choice of the basis tensors (2.9), which
are not linearly independent when the strain rate is in a degenerate configuration.

As the Reynolds number increases, the contours of the strain-rate p.d.f. in figure 3
transition from a circular to a triangular shape. The contours elongate towards large and
positive λ1 + λ2, that is, large and negative λ3, while shrinking along λ1 − λ2, especially
when λ3 is large. This shape indicates a preferential state with a negative and large
eigenvalue, with the other two being smaller, positive and close to each other. This
configuration has been observed by Betchov (1956) from a phenomenological analysis
of the strain-rate dynamics in high-Reynolds-number turbulence, and (5.4) analytically
shows the onset of this preferential configuration. The skewness in the p.d.f. (5.4) is due
to the first-order contribution in Reγ , which amplifies the probability of regions in which
the product S3λ1λ2λ3 is positive. This corresponds to a preferentially positive intermediate
strain-rate eigenvalue λ2 (Lund & Novikov 1992).

Figure 3 also shows that the shape of the strain-rate p.d.f.s at low and moderate
Reynolds numbers qualitatively differ. The edges displayed by the strain-rate p.d.f. at
moderately large Reynolds numbers are not present at lower Reynolds numbers and
constitute a high-Reynolds-number feature. The symmetry of the p.d.f. with respect to
the axes λ1 = λ2, λ1 = −λ2/2 and λ2 = −λ1/2 remains at all Reynolds numbers, simply
because the eigenvalues can be arbitrarily interchanged. Even at large Reynolds numbers
however, the contours of the strain-rate p.d.f. look surprisingly simple. In fact, they can be
parameterized through a combination of the principal invariants, namely

α1 ( fS) I3
1 + α2 ( fS)I3I3/2

1 + α3 ( fS)I2
3 = 1, (5.5)
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Figure 3. The p.d.f. of the strain rate fS(λ) parameterized through its unordered and rescaled eigenvalues λi, at
various Reynolds numbers. The colourmap and coloured solid contours are from DNS, while the dashed black
lines indicate the corresponding analytic prediction from our low-Reynolds-number model. The thin dashed
lines in the high-Reynolds-number plot indicate the empirical parameterization (5.5). The colourmap is log10
scale, and the contours are equispaced in log10 scale with unit increments.

where the quantities αi depend on the contour level fS itself. This parameterization is
shown in figure 3 for the large-Reynolds-number strain-rate p.d.f.

5.4. Vorticity statistics
We now analyse the distribution of the vorticity components in the strain-rate eigenframe
and explore the non-monotonic trend of the strain rate–vorticity preferential alignments
with increasing Reynolds number observed in figure 1(b). As done for the strain rate in
the previous section, we compensate the kinematic effects due to the volume element
Jω (4.7) that arises from employing magnitude/orientation coordinates in the strain-rate
eigenframe. More specifically, we integrate out the strain rate and the vorticity magnitude
from the velocity gradient p.d.f., according to (4.4), to obtain the marginal p.d.f. of the
normalized vorticity principal components

ρω̂(ω̂2) =
∫

dω Jω

∫
dS f (I (S, ω)) , (5.6)
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Figure 4. The p.d.f. of the squared normalized vorticity principal components weighted by the volume
element, as in (5.7), at various Reynolds numbers. Here ω̂1 and ω̂2 are the normalized vorticity components
along the most extensional and intermediate strain-rate eigendirections, respectively. The colourmap and
coloured solid contours refer to the DNS results, while the black dashed lines refer to the corresponding analytic
prediction (5.8). The numbers on the contours indicate the value of the p.d.f. on that contour level.

where the integration with respect to the strain rate is defined in (4.4a). We then weigh
the p.d.f. of the alignments ρω̂ by the denominator of the volume element Jω (4.7), which
does not depend on the vorticity magnitude and can be pulled out of the integral in (5.6),
thus yielding

fω̂(ω̂2) = N
√

ω̂2
1ω̂

2
2ω̂

2
3ρω̂(ω̂2), (5.7)

where N is a normalization factor such that
∫

dω̂2
1 dω̂2

2 fω̂ = 1. The advantage of such
reweighting of the p.d.f. is that it compensates for the complicated features of the volume
element Jω, resulting in visually simple trends of the alignment p.d.f., as shown in figure 4.

In figure 4 we compare the reweighted p.d.f. of the alignments fω̂ from DNS
(coloured lines) with our low-Reynolds-number model prediction (black dashed lines).
The asymptotic prediction of fω̂ follows from integrating out the strain rate and vorticity
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magnitude from the asymptotic solution (4.1) and it reads

fω̂(ω̂2) = 2 − Reγ

18
√

30S3

5
√

π
(2ω̂2

1 + ω̂2
2 − 1) + Re2

γ

(
228S2

3ω̂
4
1 + 228S2

3ω̂
2
1ω̂

2
2

+ 228S2
3ω̂

2
1 + 66S2

3ω̂
4
2 − 59 856S2

3ω̂
2
2

245
+ 21 912S2

3
245

− 10 692X5ω̂
2
2

49
+ 3564X5

49

)
,

(5.8)

where, the vorticity components are ordered according to the corresponding strain-rate
eigenvalue, with λ1 ≥ λ2 ≥ λ3, and two of the normalized vorticity principal components
suffice to parameterize the alignment p.d.f. since

∑
i ω̂

2
i = 1.

At very small Reγ , the alignment distribution in figure 4 is close to random uniform,
corresponding to an almost constant fω̂ and to the lack of preferential alignments. At
low Reynolds numbers, the probability density reweighted by the volume element, fω̂,
displays almost straight contours, which have a slope such that the p.d.f. takes larger
values where ω̂2

1 is large. The analytic solution (5.8) shows that the contours at first
order in the Reynolds number consist indeed of straight lines with slope −2 in the
ω̂2

1–ω̂2
2 plane. This results in the preferential alignment between the vorticity and the most

extensional strain-rate eigendirection, as previously observed in figure 1. Moreover, the
first-order correction enhances the probability of regions in which ω̂2

1 + ω̂2
2 is large since

S3 < 0. This shows a connection between the negative skewness of the strain-rate statistics
and the lack of alignment between the vorticity and the most compressional strain-rate
direction. As the Reynolds number increases, the contours of the alignment p.d.f. 4 tilt
toward preferentially large ω̂2

2, that is a slope larger than −1 in the ω̂2
1–ω̂2

2 plane. The
contours remain approximately straight at low Reynolds numbers, with mild variations of
the reweighted p.d.f. magnitude on its support. The analytic solution (5.8) quantitatively
captures the p.d.f. and the tilting of the contours with increasing Reγ , the tilting stemming
from second-order terms in Reγ . At large Reynolds numbers, the p.d.f. varies more rapidly
on its support, and its contours visually deviate from straight lines. However, the low- and
high-Reynolds-number reweighted p.d.f. of the alignments still look remarkably similar,
up to a tilting of the contours.

The tilting of the contours of the normalized vorticity principal components p.d.f.
toward preferentially large ω̂2

2 reflects in changes of the marginal p.d.f.s of the cosines
ω̂i = |vi · ω|, where vi are the ordered strain-rate eigenvectors. In this case, we could not
compute the analytic approximation to the marginal p.d.f. of the alignments due to the
technical difficulty introduced by the volume element 1/|ω̂1ω̂2ω̂3| featured in the integrals
(4.4). Instead, we compute the p.d.f. of the alignments by numerically solving the Langevin
equation associated with the FPE (2.8) for an ensemble of velocity gradients

dA

dt
= −

[(
1 − Re2

γ δ1

)
S +

(
1 − Re2

γ δ2

)
W + Reγ

(
5
7

− δ3

)
S̃S + Reγ γ4 (SW − WS)

+ Reγ (1 − δ5) (SW + WS) + Reγ

(
3
5

− δ6

)
W̃W

]
+ σΓ , (5.9)

where Γ is a white-in-time tensorial noise that has the same (single-point/single-time)
statistics of the forcing ∇F (2.3).

Figure 5 shows the p.d.f. of the normalized vorticity principal components ω̂i, obtained
from DNS and from numerical integration of our low-Reynolds-number model (5.9).
At very small Reγ , there are no preferential alignments, and the distribution of the
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Figure 5. Vorticity-strain rate alignments quantified by the p.d.f. of the ordered vorticity principal components
at various Reynolds numbers. The solid coloured lines refer to the DNS, while the black dashed lines are from
the numerical solution of our low-Reynolds-number model (5.9).

normalized principal components is random uniform. As Reγ increases, the vorticity
preferentially aligns first with the most extensional strain-rate principal direction while
avoiding alignment with the compressional direction. Since the spinning of the fluid
element causes compression along the vorticity direction (Carbone et al. 2020), the lack
of alignment between vorticity and the contracting direction hinders the growth of the
most compressional velocity gradients. The transient alignment between the vorticity
and the extensional strain-rate eigenvector lasts up to Reγ � 5, and then the well-known
preferential alignment with the intermediate eigenvector settles (Ashurst et al. 1987).

5.5. Velocity gradient principal invariants
Finally, we focus on the joint p.d.f. of the velocity gradient principal invariants, namely

Q = −1
2 (I1 + I2) , R = −1

3 (I3 + 3I4) , (5.10a,b)

that is a hallmark in the study of the turbulent velocity gradient dynamics (Meneveau
2011). The volume element characterizing the R–Q space prevented us from analytic
integration of the full p.d.f. (4.1) to obtain the marginal p.d.f. of the principal invariants.
As for the strain rate–vorticity alignments presented above, we obtain the marginal R–Q
p.d.f. by numerically solving the Langevin equation (5.9).

The R–Q p.d.f. entangles all the information on the strain rate and vorticity in a
somewhat complicated way. Indeed, integrating out the eigenvectors of A, in order to
get the marginal R–Q p.d.f., does not immediately relate to integrating out rotations of
the reference frame, as it does instead for the strain rate. Also, the R–Q p.d.f. features
two kinematically different regions, one below the Vieillefosse line (Vieillefosse 1982)
corresponding to real velocity gradient eigenvalues and one above it corresponding to
complex eigenvalues. This topological difference causes edges in the p.d.f. of the principal
invariants, even though the gradient statistics are smooth.

Nonetheless, the R–Q p.d.f. displays a distinguishing mark of the velocity gradient
statistics: the classical teardrop shape, elongated towards the right Vieillefosse tail
(Vieillefosse 1982), as shown in figure 6. At zero Reynolds number, the p.d.f. takes the
well-known Gaussian shape, symmetric along the R axis due to invariance of (2.2) under
the sign flipping A → −A. As Reγ increases, the characteristic teardrop shape arises. Our
model quantitatively captures the onset of the skewness along the right Vieillefosse tail,
which persists at higher Reynolds numbers. However, the similarity between the low-
and high-Reynolds-number p.d.f.s is only qualitative, the large-Reynolds-number p.d.f.
displaying significantly more elongated tails. This is also because the principal invariants
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Figure 6. Probability density of the velocity gradient principal invariants (5.10a,b) in log10 scale. The
colourmap and coloured solid contours refer to the DNS, while the black dashed lines are from the numerical
solution of our low-Reynolds-number model (5.9).

are powers of the velocity gradient of degrees two and three, and tiny tails in the strain-rate
eigenvalues and vorticity components distributions result in pronounced tails of the R–Q
p.d.f.

6. Comparison of multi-time statistics and velocity gradient dynamics

In the previous section we showed how the asymptotic solution (4.1) quantitatively
captures the single-time/single-point velocity gradient statistics obtained from DNS up
to Reγ � 1, with a qualitative agreement up to Reγ � 5. Now, we investigate whether
our model can also reproduce the full Lagrangian dynamics of the velocity gradients, as
characterized by velocity gradient sample realizations and time correlations.

6.1. Model coefficients from the DNS
To compare the velocity gradient time series generated by the DNS with our
low-Reynolds-number model predictions, we first need to fully specify all the model
coefficients (3.6). Indeed, in § 2 we have identified two gauge coefficients, γ4 and ζ5,
which only affect multi-time statistics while leaving the single-time p.d.f.s unchanged.
We compute the model coefficients (3.6) directly from the DNS and compare them with
their analytic predictions. This allows us to fit the two gauge coefficients, γ4 and ζ5, from
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DNS data, thus enabling our low-Reynolds-number model to capture the velocity gradient
temporal dynamics.

From the DNS of low-Reynolds-number random flows, we have access to space–time
realizations of the pressure Hessian and viscous Laplacian, i.e. the unclosed terms in
our single-time/single-point modelling approach. Therefore, we can compute from DNS
the averages of the unclosed terms conditional on the local velocity gradient via tensor
function representation theory (Leppin & Wilczek 2020; Carbone & Wilczek 2021)

〈
H̃(x, t)

∣∣A〉 =
8∑

n=1

hnBn, (6.1a)

〈
∇2A(x, t)

∣∣∣A〉 + A = Re2
γ

2∑
n=1

δnBn + Reγ

8∑
n=3

δnBn. (6.1b)

Here Bn are the basis tensors (2.9), hn in (6.1a) are the conditional pressure Hessian
components and δn in (6.1b) are the components of the viscous corrections. To be
consistent with our low-Reynolds-number model formulation, here we use the same
representation of the pressure Hessian and viscous Laplacian that we employed to derive
the model coefficients (3.6). From the viscous Laplacian (6.1b), we subtract the linear
damping part, −A, and then we introduce second-order corrections in the Reynolds
number proportional to the first two coefficients δ1 and δ2, and first-order corrections
proportional to the other basis tensors. To extract the coefficients hn and δi from the DNS
data, we use the following property of any conditional average (we illustrate this only for
the anisotropic pressure Hessian):〈 〈

H̃ij(x, t)
∣∣∣A〉 Tij(A)

〉
=
〈
H̃ij(x, t)Tij (A(x, t))

〉
. (6.2)

Here T (A) is a tensor function of the gradient only. At most, the model coefficients depend
on all the five invariants (2.10), while our main modelling hypothesis is that we limit
ourselves to constant coefficients. This hypothesis is exact for the conditional pressure
Hessian and the zeroth-order viscous Laplacian at very low Reynolds number, while it
constitutes an approximation for higher-order corrections.

Thanks to the property (6.2), we obtain a linear system for the constant model
coefficients by taking the double contraction between the tensor representations (6.1) and
the basis tensors (2.9) and then averaging

8∑
n=1

〈
Zmn〉 hn =

〈
H̃ij(x, t)Bm

ij (A(x, t))
〉
, (6.3a)

Re2
γ

2∑
n=1

〈
Zmn〉 δn + Reγ

8∑
n=3

〈
Zmn〉 δn =

〈(
∇2Aij(x, t) + A(x, t)

)
Bm

ij (A(x, t))
〉
, (6.3b)

where Zmn is the metric tensor (2.13). Solving the linear system (6.3) yields the coefficients
hn and δn, plotted in figure 7 as functions of the Reynolds number Reγ .

Figure 7(a) shows that the pressure Hessian coefficients h3 and h6 (relative to the
basis tensors S̃S and W̃W , respectively) constitute the dominant contribution at low
Reynolds numbers, with h3 → −2/7 and h6 → −2/5 at vanishingly small Reγ (Wilczek
& Meneveau 2014). The coefficient h7 is largely compensated by the viscous part, which
is beneficial for modelling since we hypothesized that the third-order basis tensors do
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Figure 7. Components of the conditional anisotropic pressure Hessian hn (a,b) components of the conditional
viscous Laplacian δn (see (6.1) for their definition), as functions of the Reynolds number Reγ . The coloured
points indicate the coefficients computed from DNS using (6.3), with the point types differentiating the order
of the corresponding basis tensor (2.9). The grey transparent lines are from the analytic prediction (3.6), after
fitting the gauge parameters γ4 and ζ5. The model coefficients δ7 and δ8 are set to zero and not shown here.

not contribute to the gradient dynamics. At Reγ � 5, the coefficient h3, which mitigates
the strain-rate self-amplification, becomes larger in magnitude than the coefficient h7,
which instead hinders the centrifugal forces due to the rotation of the fluid element. At
the same Reynolds threshold, the conditional pressure Hessian component along B1 ≡ S
starts increasing.

Figure 7(b) shows that the corrections to the viscous linear damping encoded in δ1
and δ2 are moderate, and the model qualitatively captures the growth in magnitude of
δ1 and δ2, which slowly become more negative as the Reynolds number increases. The
fact that the coefficients Reγ δ1 and Reγ δ2 remain small at small Reynolds numbers
justifies the assumption of quadratic (or, at least, higher order than linear) corrections
to the viscous damping. As for the pressure Hessian, also for the viscous stress, the
dominant contributions come from the second-order basis tensors, B3 to B6. The cubic
terms are subleading at small Reynolds number and become relevant only at Reγ � 1.
While the contributions to the symmetric part B7 from the pressure Hessian and viscous
stress compensate each other, the viscous anti-symmetric part proportional to B8 becomes
relevant when Reγ � 1. This indicates that velocity gradient models at higher Reynolds
numbers would need to take into account those third-order basis tensors.

Remarkably, the coefficient δ3, relative to B3 ≡ S̃S, is uniquely determined by the
skewness growth rate at a small Reynolds number S3, as shown by the asymptotic
prediction (3.6). The strong relationship between the onset of skewness in the gradient
statistics and the coefficient of B3 has been noticed before in the numerical experiments
of Leppin & Wilczek (2020), and here it is shown analytically. Furthermore, both S3 and
δ3 simultaneously match their DNS values (cf. figures 1(a) and 7(b)), which have been
obtained in two independent ways (S3 by looking at 〈I3〉 as a function of Reγ , and δ3
by computing the conditional viscous Laplacian). This supports the consistency of our
modelling approach.
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Finally, the analytic expressions of the coefficients δ4, δ5 and δ6 in (3.6) feature the
gauge terms γ4 and ζ5. While the single-time statistics are independent of those two terms,
the time correlations are affected. We fit the values of these gauge terms from DNS data,
and with

γ4 � −0.022, ζ5 � 0.013, (6.4a,b)

the analytic prediction (3.6) matches well the coefficients δn independently computed from
DNS, as in figure 7(b).

6.2. Lagrangian trajectories
Now that we have fully determined the model coefficients, we analyse the velocity
gradient along fluid–particle trajectories generated by our model and by DNS. The model
coefficients necessary to reproduce the single-time velocity gradient statistics have been
determined analytically. However, fitting DNS data is necessary to set the gauge terms in
(3.6), affecting the velocity gradient time correlations. The Langevin equation (5.9) and
the associated FPE (2.8) are designed to match single-time/single-point statistics, and the
results can be interpreted in either an Eulerian or Lagrangian sense. In the following, we
assume a Lagrangian viewpoint.

Figure 8 shows a longitudinal component of the velocity gradient tensor along
fluid–particle trajectories at various Reynolds numbers, from the model and from DNS.
For a vanishingly small Reynolds number, the noise dominates and the realizations follow
a tensorial Ornstein–Uhlenbeck process (Chevillard et al. 2011). As the Reynolds number
increases, the effect of the random forcing weakens, time correlations establish and larger
negative gradients persist. The symmetry about A11 = 0 breaks as the Reynolds number
increases, with large negative gradients being more likely, as evident especially at a large
Reynolds number. The larger-Reynolds-number trajectories observed on the time scale
of a few Kolmogorov times appear smooth, indicating that the details of the stochastic
forcing are concealed by the rich small-scale turbulent structure of the flow. The velocity
gradient realizations from our low-Reynolds-number model are visually similar to the
realizations from DNS up to Reγ = O(1), and we are now going to quantify this similarity
by comparing their time correlations.

6.3. Time correlations from DNS and from the low-Reynolds-number model
In figure 9 we compare the normalized time correlations of the strain and rotation rates

CS(t) =
〈
Sij(t)Sij(0)

〉〈
Sij(0)Sij(0)

〉 , CW (t) =
〈
Wij(t)Wij(0)

〉〈
Wij(0)Wij(0)

〉 , (6.5a,b)

as obtained from the DNS and from our low-Reynolds-number model (5.9). At very small
Reγ , the velocity gradient follows a linear Langevin equation so that the correlations
decay exponentially in time, with characteristic time scale γ̄ 2

0 /ν̄. Therefore, in the
non-dimensional time t (2.5a–d), the correlations collapse at small Reynolds numbers,
as evident from the insets in figure 9. However, as the Reynolds number increases, the
correlations decay with a time scale shorter than γ̄ 2

0 /ν, indicating that the nonlinearities
reduce the normalized time correlations expressed in the non-dimensional variables
(2.5a–d).

Furthermore, the strain rate is correlated over shorter time scales, as in figure 9(a),
and the bulk of the correlations already establishes at Reγ = O(10), that is, just after the
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Figure 8. Time evolution of the longitudinal velocity gradient component at low Reynolds number, from
DNS (a,c) and from our low-Reynolds-number model (2.2) (b,d). The bottom panel (e) shows trajectories
at a moderately large Reynolds number. Curves at different transparency refer to various samples in the same
simulation. The plots share the same horizontal axis, with the dimensional time normalized by the Kolmogorov
time scale, t̄/τ̄η = Reγ t.
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Figure 9. Normalized time correlations of the strain rate (a) and rotation rate (b), for various Reynolds
numbers, as functions of the time lag normalized by the Kolmogorov time scale, t̄/τ̄η = Reγ t. Solid lines are
from DNS, while the symbols refer to our low-Reynolds-number model (2.2). The insets show the correlations
in a semi-logarithmic scale, as a function of the non-dimensional time lag, t = (ν̄/γ̄ 2

0 )t̄. The black dashed lines
in the insets indicate the expected zero-Reynolds-number correlation, CA = exp(−t).
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transition to turbulent configuration begins. Instead, the vorticity correlates over longer
time scales and those long-lasting correlations only establish at relatively large Reynolds
numbers. The extreme vorticity intermittency and long-lasting correlations then constitute
the main missing ingredients in low-Reynolds-number random flows, as compared with
turbulent flows. This is consistent with recent observations (e.g. Ghira, Elsinga & da Silva
2022) that the most intense vortical structures fully develop only at very large Reynolds
numbers.

Our model can quantitatively predict the velocity gradient time correlations up to
Reγ = O(1), and to this end, the gauge terms discussed in the previous sections are
crucial. Moreover, the model performs better on the vorticity time correlations than on
the strain-rate correlations. The difficulty in predicting the strain-rate time correlations
has been recently observed also in reduced-order models for the velocity gradient at high
Reynolds number (Leppin & Wilczek 2020).

7. Conclusions

We have derived a model for the velocity gradient in low-Reynolds-number flows governed
by the stochastically forced Navier–Stokes equations. The model parameters follow from
the homogeneity constraints on the velocity gradient moments and a weak-coupling
expansion of the Navier–Stokes equations. The expansion parameter is the Reynolds
number Reγ (2.6), comparing the magnitudes of the velocity gradient fluctuations
and the viscous damping. The model features the exact first-order corrections to the
velocity gradient dynamics due to the pressure Hessian at small Reynolds numbers.
The Betchov homogeneity constraints 〈I1 + I2〉 = 〈I3 + 3I4〉 = 0, the growth of the
strain-rate skewness, 〈I3〉 = S3Reγ , and fourth-order moment, 〈I5〉 = −1/12 + X5Re2

γ ,
are also imposed exactly (see (2.10) for the definitions of the invariants Ik). Modelling
is necessary to devise a closure for the viscous Laplacian contributions and second-order
pressure Hessian contributions such that the trend of the average invariants at small Reγ

hold and the Betchov homogeneity constraints are fulfilled. The resulting model can
quantitatively predict the onset of non-Gaussianity in random low-Reynolds-number flows
up to Reynolds numbers of order one, and qualitative agreement persists until a transition
to the velocity gradient configuration reminiscent of turbulence. Beyond this transition,
the model predictions break down, as expected for a perturbative weak-coupling approach.

The asymptotic solution to the FPE associated with our stochastic model is integrable
analytically, thus granting access to the moments of the velocity gradients at low Reynolds
numbers through closed asymptotic expressions. This allowed us to quantify the onset
of hallmark turbulent features, like the alignments between the vorticity and the strain
rate, the preferential configuration of the strain-rate eigenvalues and the characteristic
teardrop shape of the velocity gradient principal invariants p.d.f. We summarize the main
observations below.

At low Reynolds numbers, the results highlight a direct link between a forward
energy cascade and preferential alignment between the vorticity and the most extensional
direction, both because S3 < 0. At higher Reynolds numbers, corrections to the
fourth-order velocity gradient moments, related to intermittency, lead to the preferential
alignment between the vorticity and the intermediate strain-rate direction. The model also
shows how the skewness growth rate S3 < 0 affects the shape of the strain-rate p.d.f.,
breaking the symmetry of the Gaussian configuration and producing a preferentially large
and negative strain-rate eigenvalue. This skewness is also associated with the onset of
the teardrop shape of the velocity gradient principal invariants p.d.f. While the first-order
corrections to the skewness of the velocity gradient statistics are evident already at

986 A25-27

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

16
5 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.165


M. Carbone and M. Wilczek

Reγ < 1, the onset of the intermittency is slower, quadratic in Reγ , and evident only
at Reγ > 1. The model for the single-time statistics is closed, not requiring any input
from the DNS. On the other hand, fitting two gauge parameters from the DNS data is
necessary to capture the multi-time statistics of the velocity gradient. After that fitting, our
model can produce velocity gradient time series visually and statistically similar to those
from DNS at low Reynolds numbers, and we can explore the evolution of the velocity
gradient time correlations in terms of Reγ . The results show that the strain-rate time
correlations approach those at high Reynolds numbers already at small Reynolds numbers
Reγ = O(10). Larger differences between low and high Reynolds numbers are observed
for the time correlations of vorticity, showing that the long-lasting time correlations of the
vorticity constitute a high-Reynolds-number feature.

At moderate Reynolds numbers, Reγ � 5, we observe the flipping of the strain
rate–vorticity alignments towards a configuration reminiscent of turbulence, in which
the vorticity preferentially aligns with the intermediate strain-rate eigenvector. Around
the same critical Reγ intermittency becomes relevant. The transition value Reγ �
5 corresponds to a Reynolds number based on the Taylor microscale Reλ � 7.5,
consistent with the critical Reynolds number identified via the analysis of the velocity
increments/gradients scaling exponents (Yakhot & Donzis 2017; Gotoh & Yang 2022;
Khurshid et al. 2023). At very low Reynolds numbers, we have Reλ � 1.5Reγ , with
the proportionality coefficient moderately dependent on the forcing correlations, thus
justifying the characterization of the onset of non-Gaussianity via either of the Reynolds
numbers Reγ or Reλ.

Finally, both the model and the DNS results show that the transition from a Gaussian
state to a turbulence-like configuration is smooth, smeared around a critical Reynolds
number. This finding is consistent with previous results (Yakhot & Donzis 2017; Gotoh
& Yang 2022; Khurshid et al. 2023) that do not show sharp changes of the velocity
gradient statistics in the vicinity of the critical Reynolds number. Based on this underlying
smoothness, we interpret the transition to turbulence, as quantified by the change in the
scaling exponents of the velocity gradient moments in terms of the Reynolds number (e.g.
Yakhot & Donzis 2017), as an approximation to a smooth transition between two power-law
trends with different exponents.

As an outlook, the methodology developed here may also be applicable to model the
p.d.f. of the velocity gradient starting from the Navier–Stokes equations at higher Reynolds
numbers, for example, by employing renormalization techniques (Yakhot & Orszag 1986;
Apolinário et al. 2019; Verma 2023).
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Appendix A. Details on the DNS

In this appendix we summarize the set-up of the DNS. We employ dimensional variables,
denoted by a bar, the unit of measure being (arbitrary) code units. For our numerical
simulations set-up, we will determine in Appendix B the reference length γ̄0, such that
the relation for the non-dimensional conditional Laplacian (3.1) holds. Once we have
γ̄0 and the dimensional dissipation rate ε̄ of turbulent kinetic energy, we can rescale all
the dimensional variables (2.5a–d) to write down the low-Reynolds-number model in its
non-dimensional form (2.8), (5.9).

We perform DNS of incompressible flows governed by the Navier–Stokes equations
stirred through a Gaussian random forcing by means of a standard Fourier pseudo-spectral
method, described in e.g. Carbone, Bragg & Iovieno (2019). The code solves the
incompressible Navier–Stokes equations on a tri-periodic cubic domain in the form

k̄iûi = 0, (∂ t̄ + ν̄k̄2)ûi + iPijk̄lF
[
ūjūl
] =

√
ν̄σ̄0k̄ξ F̂i, (A1a,b)

where ξ = 1 regulates the spatial correlation of the forcing, F indicates the spatial Fourier
transform, Pij(k) = δij − kikj/k2 is the projection tensor on the plane orthogonal to the
wavevector k̄, k̄ = ‖k̄‖ is the wavevector norm, i is the imaginary unit and û is the
transformed velocity field,

û(k̄, t̄) = 1
L̄3

∫
dx̄ ū(x̄, t̄) exp(−ik̄ · x̄). (A2)

The domain length is L̄ = 2π in code units, and the integer wavevectors components range
in the interval −N/2 < k̄i < N/2, where N is the number of resolved Fourier modes in
each direction (Canuto et al. 2006). The grid spacing in Fourier space in each direction
is �k̄ = 2π/L̄ (and �k̄ = 1 in code units). The low-Reynolds-number simulations resolve
643 Fourier modes, with spatial resolutions ranging from k̄maxη̄ � 40 to k̄maxη̄ � 5 with
increasing Reynolds number Reγ . Here η̄ = (ν̄3/ε̄)1/4 is the Kolmogorov length scale.
The numerical simulation at larger Reynolds number resolves 5123 Fourier modes with
k̄maxη̄ � 3 and Taylor Reynolds number Reλ ≈ 100. The aliasing error introduced by the
nonlinear convective term is removed through a 3/2 rule (Canuto et al. 2006), and the time
stepping consists of a second-order stochastic Runge–Kutta algorithm (Honeycutt 1992).

In all the simulations, the complex Gaussian random forcing in (A1a,b) is limited to low
wavenumbers, and it has the form

F̂i(k̄, t) = (�k̄)2
∑

l

Pij(kl)
[(

āl
j + ib̄l

j

)
δ
(
k̄ − k̄l

)+
(

āl
j − ib̄l

j

)
δ
(
k̄ + k̄l

)]
, (A3)

where āl and b̄l are real, vectorial, white-in-time Gaussian random processes with zero
mean and unitary variance, 〈āl

i(t̄)ā
m
j (t̄′)〉 = δlmδijδ(t̄ − t̄′). The sum in (A3) is extended

to the forced wavenumbers k̄l, 1 ≤ ‖k̄l‖ < K̄, with K̄ = √
7 (in code units). The noise

amplitude in (A1a,b) is proportional to the wavenumber, so that the kinetic energy
spectrum Ek is proportional to ‖k‖2 at low wavenumbers. For Reγ → 0, (A1a,b) tends
to an Ornstein–Uhlenbeck process in which the Fourier modes of the velocity evolve
independently from each other and have variance ‖û‖2 ∝ σ̄ 2

0 , independent of the viscosity
and the wavevector. Therefore, the three-dimensional velocity spectrum scales as Ek ∼
σ 2

0 k2, compatible with thermal equilibrium of the lowest Fourier modes.
By employing the prefactor (�k̄)2 in the definition (A3), σ̄0 has the physical units of

inverse time and it determines the Kolmogorov time scale of the flow, independently of
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Low-Reynolds Moderate-Reynolds
number simulations number simulation

Resolved Fourier modes 643 5123

Reynolds number Reγ � 0.2 × 10n/10 Reλ � 100
Viscosity (ν̄) 10−n/10 0.002
Kolmogorov time scale (τ̄η) 1 0.09
Forcing amplitude (σ̄0) 0.027 0.3
Maximum forced wavenumber (K̄)

√
7

√
7

Table 1. Simulation parameters in code units, for the DNS at low and moderate Reynolds numbers. In the
low-Reynolds number simulations, n is an integer between −3 and 20, that regulates the viscosity and thus Reγ .

the domain size L̄. Furthermore, the forcing (A3) is in good approximation statistically
isotropic, and the correlations of its gradients approximate the isotropic correlation of the
forcing (2.3) employed in our low-Reynolds-number model. By substituting the definition
(A3) into (2.3), it follows that the dimensional forcing amplitude σ̄0 used in the DNS, and
the non-dimensional amplitude σ = 1/

√
15 employed in the FPE (2.8), are related through

σ 2 � γ̄ 2
0 τ̄ 2

η

30ν̄

(
8

(�k̄)2

∑
l

k̄4
l ν̄σ̄ 2

0

)
� 16π

105�k̄5
γ̄ 2

0 K̄7τ̄ 2
η σ̄ 2

0 , (A4)

where γ̄0 is the characteristic scale of the damping (3.1) and K̄ is the maximum forced
wavenumber. We compute the DNS parameter σ̄0 that gives a unitary Kolmogorov time
scale in the following Appendix B. The simulation parameters are summarized in table 1.

To get an idea of the parameter range and flow configuration, we report in figure 10
the velocity spectra together with a few characteristic Reynolds numbers and scale ratios.
Figure 10(a) shows the kinetic energy spectra from the simulations at various Reynolds
numbers. As the Reynolds number increases, energy cascades towards the small scales
and the high-wavenumber modes become more energetic, while low-wavenumber modes
lose energy. The characteristic inertial range trend k−5/3 is noticeable only at the largest
Reynolds number. Indeed, such an inertial range slope requires a well-defined scale
separation, which is absent in low-Reynolds-number flows.

Figure 10(b) shows a comparison between the various Reynolds numbers and the
corresponding scale separation. The integral-scale Reynolds number Re� = u′�/ν (where

u′ =
√

2
∫

dk Ek/3 is the root-mean-square velocity and � = π
∫

dk Ek/(2ku′2) is the
integral scale) is proportional to Reγ at low Reynolds numbers, while it starts following a
different power law at Reγ � 5, when the transition to turbulence takes place. The Taylor
Reynolds number Reλ = u′λ/ν (where λ = √

15u′τη is the Taylor microscale) is always
smaller than Re�, it is linear in Reγ at low Reynolds numbers while it grows slower
starting at Reγ � 5. We quantify the scale separation through �/η and λ/η = √

15u′/uη,
where uη = η/τη is the Kolmogorov velocity scale. While the � and λ are larger than the
Kolmogorov scale already at very small Reγ , they grow only as

√
Reγ at small Reynolds

numbers, resulting in a very moderate scale separation at Reγ � 1. At such Reynolds
numbers however, the skewness and preferential alignments in the velocity gradient
statistics are already non-negligible, while signatures of intermittency start appearing.
This is consistent with the observation that non-Gaussianity can be pronounced even in
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Figure 10. (a) Kinetic energy spectra from DNS at various Reynolds numbers, with Reγ ranging from 0.1
to 10 (same colour scheme as figure 9). (b) Integral-scale Reynolds number Re� and Taylor Reynolds number
Reλ, together with the scale separations �/η and λ/η, as functions of the low-Reynolds-number perturbation
parameter Reγ . The black dashed line indicates the analytic estimation (2.7).

flows that do not feature any scale separation (Schumacher et al. 2007; Yakhot & Donzis
2018).

Appendix B. Determining the model parameters through the Wyld expansion

In this appendix we compute the low-Reynolds-number model parameters, namely the
reference length γ̄0, the forcing amplitude σ̄0, together with the growth rates of the strain
self-amplification 〈I3〉 and of the fourth-order moment 〈I5〉,

S3 = ∂ 〈I3〉
∂Reγ

∣∣∣∣
Reγ =0

, X5 = 1
2

∂2 〈I5〉
∂Re2

γ

∣∣∣∣∣
Reγ =0

. (B1a,b)

We derive those quantities from the Navier–Stokes equations by using the weak-coupling
expansion proposed by Wyld (1961) for a generic forcing. Although divergent, this power
series in the perturbation parameter Reγ is useful to derive the moments of the velocity
gradient at very small Reynolds numbers, that is, the range we are interested in. We
specialize this weak-coupling expansion for a Gaussian, white-in-time forcing, and with
the aid of symbolic calculus (Meurer et al. 2017), we get the velocity gradient moments
up to second order in Reγ . The computation quickly becomes very involved as the order
of the expansion in the Reynolds number increases, and we illustrate the procedure for the
coefficient S3, encoding a first-order correction in Reγ .

B.1. Set-up for the Wyld expansion
We consider the space–time Fourier transform of the velocity field u(x, t),

ũi(q) = 1
TL3

∫
dt dx ui(x, t) exp(iωt − ik · x), (B2)
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where q = (ω, k) is the position vector in the frequency–wavevector space, and T and L
are the periods of the velocity field in time and space, respectively. Following Wyld (1961),
we formally expand the velocity field in powers of the Reynolds number

ũi(q) =
∑

N

ũ(N)
i (q)ReN

γ , (B3)

with integer N ≥ 0. The coefficients ũ(N) are the Fourier transform of the physical-space
velocity u(N) at various orders in Reγ , and they are related through the Navier–Stokes
equations (A1a,b) in non-dimensional form(

−iω + k2
)

ũi + iReγ Pijkl
(
ũj ∗ ũl

) = σ0kF̃i, (B4)

where the non-dimensional parameter σ0 relates to the corresponding dimensional (DNS)
parameter in (A1a,b), σ0 = τ̄ησ̄0, and the symbol ∗ denotes convolution,

[
ũj ∗ ũl

]
(q) = TL3

(2π)4

∫
dq′ ũj(q′)ũl(q − q′). (B5)

Inserting the series expansion of the velocity field (B3) into the Navier–Stokes equations
(B4) gives the following relations for the series coefficients ũ(N):

ũ(0)
i (q) = σ0kG(q)F̃i, (B6a)

ũ(N+1)
i (q) = Gijl(q)

∑
L+M=N

[
ũ(L)

j ∗ ũ(M)
l

]
(q). (B6b)

Here L, M, N are non-negative integers and the propagators read

G(q) = 1
−iω + k2 , Gijl(q) = − i

2
G(q)

(
Pilkj + Pijkl

)
. (B7a,b)

The external Gaussian forcing is delta correlated in time, with zero mean and correlation〈
F̃i(q)F̃j(q′)

〉
= 2

(2π)5

T2L4

∑
l

Pij(kl) (δ(k − kl) + δ(k + kl)) δ(q + q′), (B8)

where k = γ̄0k̄, the wavevectors k̄ have integer components and the forced wavevectors
belong to the interval {1 ≤ ‖k̄l‖2 < 7} (cf. DNS set-up in Appendix A). The discrete
forcing (B8) is the Fourier transform with respect to time of the forcing employed in the
DNS (A3), in which the wavevectors are discrete by construction. This discrete forcing
F̃ is only approximately isotropic, and the spatial correlation of the forcing employed
in the Wyld expansion and in the DNS (B8) corresponds only approximately to the
isotropic form (2.3) used in our low-Reynolds-number model. However, for the chosen
forced wavenumbers range, the discrepancies between the actual forcing correlation and
its isotropic limit are tiny.

B.2. Moments of the velocity gradient at order zero in the Reynolds number
We are interested in the velocity gradient moments resulting from the expanded equations
(B6), which can be derived from the Fourier-space velocity field as follows. The Fourier
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transform of the strain rate is a linear operator on the velocity field, and at any order in the
Reynolds number we have

S̃(N)
ij = S̃ijlũ

(N)
l , S̃ijl = i

2

(
Pilkj + Pjlki

)
. (B9a,b)

The zeroth-order strain-rate magnitude follows from (B6a) combined with the definition
of the forcing correlation (B8),

〈I1〉 =
〈
S(0)

ij S(0)
ji

〉
= V

2

∫
dq kiki

〈
ũ(0)

j (q)ũ(0)
j (−q)

〉
= 684σ 2

0 , (B10)

where V = TL3/(2π)4 is the convolution normalization factor. The result (B10) is valid
not only at order zero, but for all Reynolds numbers since the random forcing F̃ produces
a constant variance of the gradients (Furutsu 1963; Donsker 1964; Novikov 1965),
independent of the weight of the nonlinearities in (2.1). Setting the Kolmogorov time scale
to unity, 〈I1〉 = 1/2, yields

σ̄0 � 0.027, (B11)

that is, the parameter employed in our DNS (cf. table 1).
Finally, we need to compute the damping parameter γ̄0 from the dimensional velocity

gradient field since it constitutes the reference length in our low-Reynolds-number model.
The length γ̄0 (2.4) is defined at zero Reynolds number, that is, for the Gaussian field u(0).
By evaluating the averages in (2.4) using Fourier-space variables we get

γ̄ 2
0 =

〈
∇ju

(0)
i ∇ju

(0)
i

〉
〈
∇̄k∇lu

(0)
i ∇̄k∇lu

(0)
i

〉 =

∫
dq k̄2

〈
ũ(0)

j (q)ũ(0)
j (−q)

〉
∫

dq k̄4
〈
ũ(0)

j (q)ũ(0)
j (−q)

〉 � 0.20, (B12)

where the wavevector norm k̄ and the coefficient γ̄0 are dimensional (in code units).
The expansion parameter occurring in the asymptotic solution of the FPE (4.2) Reγ is
proportional to γ̄ 2

0 , as in (2.6). The relation between Reγ and the Reynolds number based
on the Taylor microscale Reλ, that is usually employed in the literature to investigate the
onset of non-Gaussianity (Yakhot & Donzis 2017; Gotoh & Yang 2022), depends on the
details of the forcing. To investigate this dependence, we compute the kinetic energy and
Taylor microscale at order zero in Reγ ,〈

‖u‖2
〉
∼
〈
u(0)

i u(0)
i

〉
=
∫

dq
〈
ũ(0)

j (q)ũ(0)
j (−q)

〉
� 0.69, (B13a)

λ̄2 ∼ 5

〈
u(0)

i u(0)
i

〉
〈
∇̄ku(0)

j ∇̄ku(0)
j

〉 =

∫
dq
〈
ũ(0)

j (q)ũ(0)
j (−q)

〉
∫

dq k̄2
〈
ũ(0)

j (q)ũ(0)
j (−q)

〉 � 1.17, (B13b)

where the reported numerical values refer to our DNS set-up. Using the averages (B10),
(B12), (B13) we can estimate the ratio Reλ/Reγ at very low Reynolds numbers:

Reλ
Reγ

=
√〈‖u‖2

〉
3
λ̄

ν̄

ν̄τ̄η

γ̄ 2
0

∼
√

5
3

〈
u(0)

i u(0)
i

〉 〈
∇̄k∇̄lu

(0)
j ∇̄k∇̄lu

(0)
j

〉
〈
∇̄ku(0)

j ∇̄ku(0)
j

〉2 � 1.49. (B14)

For a fixed forcing scheme, the ratio between the two Reynolds numbers depends on the
width of the shell of forced wavenumbers, K̄, due to finite-resolution effects. By varying
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K̄ from 1 to 20 (in our DNS units) we observe very moderate changes in Reλ/Reγ , the
ratio ranging between 1.29 and 1.53 (that is, its asymptotic value). Even for a different
forcing correlation Reλ/Reγ does not change significantly. For example, by setting ξ = 2 in
(A1a,b), yielding a kinetic energy spectrum Ek proportional to ‖k‖4 at low wavenumbers,
results in a ratio Reλ/Reγ � 1.4. The fact that Reλ/Reγ does not depend drastically on
the forcing correlation supports the quantification of the onset of non-Gaussianity at low
Reynolds numbers in terms of either Reλ or Reγ .

B.3. Moments of the velocity gradient at first and second order in Reynolds number
We are now left with determining the growth rates of the gradient moments, S3 and X5
(B1a,b), from the Wyld expansion of the Navier–Stokes equations (Wyld 1961; Lvov &
L’vov 2023). For the third-order moment of the strain rate at first order in Reγ , we have

S3 = 3
〈
S(1)

i1j1S(0)
j1j2S(0)

j2i1

〉
= 3V2

∫
dq2 dq1 S̃i1j1l1(q1)̃Sj1j2l2(q2 − q1)̃Sj2i1l3(−q2)

×
〈
ũ(1)

l1 (q1)ũ
(0)
l2 (q2 − q1)ũ

(0)
l3 (−q2)

〉
. (B15)

The moment splits into a deterministic part and a stochastic part, on which the ensemble
average acts. We aim to have only Gaussian variables inside that ensemble average, and to
this end, we iteratively substitute ũ(N)

i in terms of lower-order velocities, up to ũ(0)
i , using

the Navier–Stokes equations (B6). At first order, this substitution yields

S3 = 3V3
∫

dq3 dq2 dq1 S̃i1j1l5(q1)Gl5l1l4(q1)̃Sj1j2l2(q2 − q1)̃Sj2i1l3(−q2)

×
〈
ũ(0)

l1 (q1 − q3)ũ
(0)
l4 (q3)ũ

(0)
l2 (q2 − q1)ũ

(0)
l3 (−q2)

〉
. (B16)

Substitution of higher-order velocities in terms of the Gaussian random field ũ(0)

introduces additional convolutions, and for higher-order moments, this iterative
substitution leads to rapid proliferation of terms (Monin & Yaglom 1975; Lvov & L’vov
2023), requiring handling the symbolic/numeric computation of several Wyld–Dyson
integrals.

Since ũ(0) is Gaussian, the average in (B16) splits into pairs (Isserlis 1918; Wick 1950)

S3 = 3V3
∫

dq3 dq2 dq1 S̃i1j1l5Gl5l1l4(q1)̃Sj1j2l2(q2 − q1)̃Sj2i1l3(−q2)

×
(〈

ũ(0)
l1 (q1 − q3)ũ

(0)
l4 (q3)

〉 〈
ũ(0)

l2 (q2 − q1)ũ
(0)
l3 (−q2)

〉
+
〈
ũ(0)

l1 (q1 − q3)ũ
(0)
l2 (q2 − q1)

〉 〈
ũ(0)

l4 (q3)ũ
(0)
l3 (−q2)

〉
+
〈
ũ(0)

l1 (q1 − q3)ũ
(0)
l3 (−q2)

〉 〈
ũ(0)

l4 (q3)ũ
(0)
l2 (q2 − q1)

〉)
. (B17)
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Moreover, for delta-correlated noise, the average acts just as combinations of contractions
on the deterministic part, namely

S3 = 3V3
∫

dq3 dq2 S̃i1j1l5(0)Gl5l1l1(0)̃Sj1j2l2(q2)̃Sj2i1l2(−q2)R(q3)R(q2)

+ 3V3
∫

dq2 dq1 S̃i1j1l5(q2 − q1)Gl5l1l4(q2 − q1)̃Sj1j2l1(q1)̃Sj2i1l4(−q2)R(q1)R(q2)

+ 3V3
∫

dq3 dq2 S̃i1j1l5(q2 + q3)Gl5l1l2(q2 + q3)̃Sj1j2l2(q3)̃Sj2i1l1(−q2)R(q2)R(q3),

(B18)

where for notation convenience R = σ 2
0 k2|G|2

〈
F̃i(q)F̃i(−q)

〉
is the auto-correlation of

ũ(0). At higher order, the number of independent contractions, stemming from the
factorization of the higher-order Gaussian moments into products of correlations, rapidly
increases introducing an additional technical difficulty.

We tackle the frequency–wavenumber integrals (B18) by means of a combination of
symbolic calculus and discrete integration. The integration with respect to the frequency is
carried out analytically by using the residue theorem (Kleinert & Schulte-Frohlinde 2001).
On the other hand, the integration over the wavevectors reduces to a discrete summation
over the discrete forced wavevectors, due to the form of the forcing correlation (B8),
consisting of a superposition of Dirac delta functions. Evaluating the integral (B18), and
the corresponding one for X5, we finally get

S3 � −0.027, X5 � −0.0010, (B19a,b)

matching well the trend of the moments from our DNS at low Reγ (cf. figure 1).
For the parameters X5, the procedure is the same as sketched for S3, but the expansion

goes up to second order in the Reynolds number and there is one additional integration
variable. Also, the average of the sixth-order moments of ũ(0) now splits into fifteen pairs
by the Wick theorem (differently from (B17), in which we got just three pairs). Therefore,
the direct computation of integrals like (B18) presented here is computationally expensive,
and the (equivalent) numerical integration of the expanded Navier–Stokes equations (B4)
is preferable. This integration yields the fields ũ(N) (B3), from which one can compute the
moments of the gradient in physical space through fast Fourier transform (the fast Fourier
transform requiring just 133 grid points for these low-order moments and the forcing (B8)).
The systematic study of expressions like (B18), aiming at an efficient symbolic/numeric
evaluation of these integrals, is the subject of ongoing work.

REFERENCES

ALEXAKIS, A. & BIFERALE, L. 2018 Cascades and transitions in turbulent flows. Phys. Rep. 767–769, 1–101.
APOLINÁRIO, G.B., MORICONI, L. & PEREIRA, R.M. 2019 Instantons and fluctuations in a Lagrangian

model of turbulence. Physica A 514, 741–757.
ASHURST, W.T., KERSTEIN, A.R., KERR, R.M. & GIBSON, C.H. 1987 Alignment of vorticity and scalar

gradient with strain rate in simulated Navier–Stokes turbulence. Phys. Fluids 30 (8), 2343–2353.
BALLOUZ, J.G. & OUELLETTE, N.T. 2020 Geometric constraints on energy transfer in the turbulent cascade.

Phys. Rev. Fluids 5, 034603.
BENZI, R., CILIBERTO, S., BAUDET, C. & CHAVARRIA, G.R. 1995 On the scaling of three-dimensional

homogeneous and isotropic turbulence. Physica D 80 (4), 385–398.
BENZI, R., CILIBERTO, S., TRIPICCIONE, R., BAUDET, C., MASSAIOLI, F. & SUCCI, S. 1993 Extended

self-similarity in turbulent flows. Phys. Rev. E 48, R29–R32.

986 A25-35

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

16
5 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.165


M. Carbone and M. Wilczek

BETCHOV, R. 1956 An inequality concerning the production of vorticity in isotropic turbulence. J. Fluid Mech.
1 (5), 497–504.

BUARIA, D., BODENSCHATZ, E. & PUMIR, A. 2020 Vortex stretching and enstrophy production in high
Reynolds number turbulence. Phys. Rev. Fluids 5, 104602.

BUARIA, D. & PUMIR, A. 2022 Vorticity-strain rate dynamics and the smallest scales of turbulence. Phys.
Rev. Lett. 128, 094501.

BUARIA, D., PUMIR, A., BODENSCHATZ, E. & YEUNG, P.K. 2019 Extreme velocity gradients in turbulent
flows. New J. Phys. 21 (4), 043004.

BUARIA, D. & SREENIVASAN, K.R. 2023 Forecasting small-scale dynamics of fluid turbulence using deep
neural networks. Proc. Natl Acad. Sci. USA 120 (30), e2305765120.

CANTWELL, B.J. 1992 Exact solution of a restricted Euler equation for the velocity gradient tensor. Phys.
Fluids 4 (4), 782–793.

CANUTO, C., HUSSAINI, M.Y., QUARTERONI, A. & ZANG, T.A. 2006 Spectral Methods. Springer.
CARBONE, M. & BRAGG, A.D. 2020 Is vortex stretching the main cause of the turbulent energy cascade?

J. Fluid Mech. 883, R2.
CARBONE, M., BRAGG, A.D. & IOVIENO, M. 2019 Multiscale fluid–particle thermal interaction in isotropic

turbulence. J. Fluid Mech. 881, 679–721.
CARBONE, M., IOVIENO, M. & BRAGG, A.D. 2020 Symmetry transformation and dimensionality reduction

of the anisotropic pressure Hessian. J. Fluid Mech. 900, A38.
CARBONE, M. & WILCZEK, M. 2021 Modelling the pressure Hessian in turbulence through tensor function

representation theory. In Progress in Turbulence IX (ed. R. Örlü, A. Talamelli, J. Peinke & M. Oberlack),
pp. 223–229. Springer.

CARBONE, M. & WILCZEK, M. 2022 Only two Betchov homogeneity constraints exist for isotropic
turbulence. J. Fluid Mech. 948, R2.

CAVAGNA, A., DI CARLO, L., GIARDINA, I., GRIGERA, T., PISEGNA, G. & SCANDOLO, M. 2021
Dynamical renormalization group for mode-coupling field theories with solenoidal constraint. J. Stat. Phys.
184, 26.

CHEN, S.Y., DHRUVA, B., KURIEN, S., SREENIVASAN, K.R. & TAYLOR, M.A. 2005 Anomalous scaling
of low-order structure functions of turbulent velocity. J. Fluid Mech. 533, 183–192.

CHERTKOV, M., PUMIR, A. & SHRAIMAN, B.I. 1999 Lagrangian tetrad dynamics and the phenomenology
of turbulence. Phys. Fluids 11 (8), 2394–2410.

CHEVILLARD, L., LÉVÊQUE, E., TADDIA, F., MENEVEAU, C., YU, H. & ROSALES, C. 2011 Local and
nonlocal pressure Hessian effects in real and synthetic fluid turbulence. Phys. Fluids 23 (9), 095108.

CHEVILLARD, L. & MENEVEAU, C. 2006 Lagrangian dynamics and statistical geometric structure of
turbulence. Phys. Rev. Lett. 97, 174501.

DAVIDSON, P.A. 2015 Turbulence: An Introduction for Scientists and Engineers. Oxford University Press.
DONSKER, M.D. 1964 On function space integrals. In Proceedings Conference on Theory and Application of

Analysis in Function Space, pp. 17–30. MIT Press [Matematika 11, 128 (1967)].
DRESSELHAUS, E. & TABOR, M. 1992 The kinematics of stretching and alignment of material elements in

general flow fields. J. Fluid Mech. 236, 415–444.
DYSON, F.J. 1962 A Brownian-motion model for the eigenvalues of a random matrix. J. Math. Phys. 3 (6),

1191–1198.
EYINK, G.L. 2006 Multi-scale gradient expansion of the turbulent stress tensor. J. Fluid Mech. 549, 159–190.
FURUTSU, K. 1963 On the statistical theory of electromagnetic waves in a fluctuating medium (I). J. Res. Natl

Inst. Stand. Technol. D Radio Propagation. 67D, 303–323.
GHIRA, A.A., ELSINGA, G.E. & DA SILVA, C.B. 2022 Characteristics of the intense vorticity structures in

isotropic turbulence at high Reynolds numbers. Phys. Rev. Fluids 7, 104605.
GIRIMAJI, S.S. & POPE, S.B. 1990 A diffusion model for velocity gradients in turbulence. Phys. Fluids A

2 (2), 242–256.
GOTOH, T. & YANG, J. 2022 Transition of fluctuations from Gaussian state to turbulent state. Phil. Trans. R.

Soc. Lond. A 380 (2218), 20210097.
HONEYCUTT, R.L. 1992 Stochastic Runge–Kutta algorithms. I. White noise. Phys. Rev. A 45, 600–603.
HOPF, E. 1952 Statistical hydromechanics and functional calculus. J. Ration. Mech. Anal. 1, 87–123.
ISHIHARA, T., GOTOH, T. & KANEDA, Y. 2009 Study of high–Reynolds number isotropic turbulence by

direct numerical simulation. Annu. Rev. Fluid Mech. 41 (1), 165–180.
ISSERLIS, L. 1918 On a formula for the product-moment coefficient of any order of a normal frequency

distribution in any number of variables. Biometrika 12 (1–2), 134–139.
ITSKOV, M. 2015 Tensor Algebra and Tensor Analysis for Engineers. Springer.
JAMES, I.M. 1977 The Topology of Stiefel Manifolds. Cambridge University Press.

986 A25-36

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

16
5 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.165


Velocity gradients in low-Reynolds-number random flows

JOHNSON, P.L. 2020 Energy transfer from large to small scales in turbulence by multiscale nonlinear strain
and vorticity interactions. Phys. Rev. Lett. 124, 104501.

JOHNSON, P.L. & MENEVEAU, C. 2016 A closure for Lagrangian velocity gradient evolution in turbulence
using recent-deformation mapping of initially Gaussian fields. J. Fluid Mech. 804, 387–419.

KHURSHID, S., DONZIS, D.A. & SREENIVASAN, K.R. 2023 Emergence of universal scaling in isotropic
turbulence. Phys. Rev. E 107, 045102.

KLEINERT, H. & SCHULTE-FROHLINDE, V. 2001 Critical Properties of Phi4-Theories. World Scientific.
LEPPIN, L.A. & WILCZEK, M. 2020 Capturing velocity gradients and particle rotation rates in turbulence.

Phys. Rev. Lett. 125, 224501.
LIVAN, G., NOVAES, M. & VIVO, P. 2018 Introduction to Random Matrices: Theory and Practice. Springer.
LUND, T.S. & NOVIKOV, E.A. 1992 Parameterization of subgrid-scale stress by the velocity gradient tensor.

Tech. Rep., pp. 27–43. Center for Turbulence Research (Stanford University and NASA).
LUND, T.S. & ROGERS, M.M. 1994 An improved measure of strain state probability in turbulent flows. Phys.

Fluids 6 (5), 1838–1847.
LVOV, Y.V. & L’VOV, V.S. 2023 Energy flux and high-order statistics of hydrodynamic turbulence. J. Fluid

Mech. 975, A17.
MARTIN, P.C., SIGGIA, E.D. & ROSE, H.A. 1973 Statistical dynamics of classical systems. Phys. Rev. A

8, 423–437.
MENEVEAU, C. 2011 Lagrangian dynamics and models of the velocity gradient tensor in turbulent flows. Annu.

Rev. Fluid Mech. 43 (1), 219–245.
MEURER, A., et al. 2017 Sympy: symbolic computing in Python. PeerJ Comput. Sci. 3, e103.
MONIN, A.S. & YAGLOM, A.M. 1975 Statistical Fluid Mechanics, Vol. I, Mechanics of Turbulence. MIT.
MORICONI, L., PEREIRA, R.M. & GRIGORIO, L.S. 2014 Velocity-gradient probability distribution functions

in a Lagrangian model of turbulence. J. Stat. Mech. 2014 (10), P10015.
NOVIKOV, E.A. 1965 Functionals and the random-force method in turbulence theory. Sov. J. Exp. Theor. Phys.

20 (5), 1290–1294.
NOVIKOV, E.A. 1990 The internal dynamics of flows and formation of singularities. Fluid Dyn. Res. 6 (2),

79–89.
NOVIKOV, E.A. 1993 A new approach to the problem of turbulence, based on the conditionally averaged

Navier–Stokes equations. Fluid Dyn. Res. 12 (2), 107–126.
PENNISI, S. & TROVATO, M. 1987 On the irreducibility of professor G.F. Smith’s representations for isotropic

functions. Intl J. Engng Sci. 25 (8), 1059–1065.
PEREIRA, R.M., MORICONI, L. & CHEVILLARD, L. 2018 A multifractal model for the velocity gradient

dynamics in turbulent flows. J. Fluid Mech. 839, 430–467.
POPE, S.B. 1975 A more general effective-viscosity hypothesis. J. Fluid Mech. 72 (2), 331–340.
REYNOLDS, O. 1883 An experimental investigation of the circumstances which determine whether the motion

of water shall be direct or sinuous, and of the law of resistance in parallel channels. Phil. Trans. R. Soc.
Lond. 174, 935–982.

RIVLIN, R.S. & ERICKSEN, J.L. 1955 Stress-deformation relations for isotropic materials. J. Ration Mech.
Anal. 4, 323–425.

SCHUMACHER, J., SREENIVASAN, K.R. & YAKHOT, V. 2007 Asymptotic exponents from low-Reynolds-
number flows. New J. Phys. 9 (4), 89–89.

SHTILMAN, L., SPECTOR, M. & TSINOBER, A. 1993 On some kinematic versus dynamic properties of
homogeneous turbulence. J. Fluid Mech. 247, 65–77.

SREENIVASAN, K.R. & YAKHOT, V. 2021 Dynamics of three-dimensional turbulence from Navier–Stokes
equations. Phys. Rev. Fluids 6, 104604.

TIAN, Y., LIVESCU, D. & CHERTKOV, M. 2021 Physics-informed machine learning of the Lagrangian
dynamics of velocity gradient tensor. Phys. Rev. Fluids 6, 094607.

TOM, J., CARBONE, M. & BRAGG, A.D. 2021 Exploring the turbulent velocity gradients at different scales
from the perspective of the strain-rate eigenframe. J. Fluid Mech. 910, A24.

VELA-MARTÍN, A. & JIMÉNEZ, J. 2021 Entropy, irreversibility and cascades in the inertial range of isotropic
turbulence. J. Fluid Mech. 915, A36.

VERMA, M.K. 2023 Insights into the energy transfers in hydrodynamic turbulence using field-theoretic tools.
arXiv:2309.05207.

VIEILLEFOSSE, P. 1982 Local interaction between vorticity and shear in a perfect incompressible fluid. J. Phys.
France 43 (6), 837–842.

WICK, G.C. 1950 The evaluation of the collision matrix. Phys. Rev. 80, 268–272.
WIGNER, E.P. 1955 Characteristic vectors of bordered matrices with infinite dimensions. Ann. Math. 62 (3),

548–564.

986 A25-37

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

16
5 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://arxiv.org/abs/2309.05207
https://doi.org/10.1017/jfm.2024.165


M. Carbone and M. Wilczek

WILCZEK, M. & MENEVEAU, C. 2014 Pressure Hessian and viscous contributions to velocity gradient
statistics based on Gaussian random fields. J. Fluid Mech. 756, 191–225.

WYLD, H.W 1961 Formulation of the theory of turbulence in an incompressible fluid. Ann. Phys. 14, 143–165.
YAKHOT, V. & DONZIS, D. 2017 Emergence of multiscaling in a random-force stirred fluid. Phys. Rev. Lett.

119, 044501.
YAKHOT, V. & DONZIS, D.A. 2018 Anomalous exponents in strong turbulence. Physica D 384–385, 12–17.
YAKHOT, V. & ORSZAG, S.A. 1986 Renormalization group analysis of turbulence. I. Basic theory. J. Sci.

Comput. 1, 3–51.
YAKHOT, V. & SREENIVASAN, K.R. 2004 Towards a dynamical theory of multifractals in turbulence. Physica

A 343, 147–155.

986 A25-38

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

16
5 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.165

	1 Introduction
	2 Fokker--Planck equation for the velocity gradient probability density in statistically isotropic flows
	2.1 Governing equations and reference scales
	2.2 Fokker--Planck equation for the velocity gradient invariants

	3 Determining the model coefficients
	3.1 Zeroth-order conditional velocity gradient Laplacian
	3.2 Zeroth-order conditional anisotropic pressure Hessian
	3.3 Tensor representation of the conditional averages and resulting velocity gradient model

	4 Analytic approximation of the velocity gradient p.d.f. at small Reynolds numbers
	4.1 Volume elements and the moments of the velocity gradient

	5 Comparison of single-point/single-time statistics
	5.1 Moments of the velocity gradient invariants
	5.2 Cartesian velocity gradient components
	5.3 Strain-rate statistics
	5.4 Vorticity statistics
	5.5 Velocity gradient principal invariants

	6 Comparison of multi-time statistics and velocity gradient dynamics
	6.1 Model coefficients from the DNS
	6.2 Lagrangian trajectories
	6.3 Time correlations from DNS and from the low-Reynolds-number model

	7 Conclusions
	Appendix A. Details on the DNS
	Appendix B. Determining the model parameters through the Wyld expansion
	B.1 Set-up for the Wyld expansion
	B.2 Moments of the velocity gradient at order zero in the Reynolds number
	B.3 Moments of the velocity gradient at first and second order in Reynolds number

	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


