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Abstract
We can make better decisions when we have a better understanding of the different sources of variance that
impact job performance ratings. A failure to do so cannot only lead to inaccurate conclusions when
interpreting job performance ratings, but often misguided efforts aimed at improving our ability to explain
and predict them. In this paper, we outline six recommendations relating to the interpretation of predictive
validity coefficients and efforts aimed at predicting job performance ratings. The first three focus on the
need to evaluate the effectiveness of selection instruments and systems based only on the variance they can
possibly account for. When doing so, we find that it is not only possible to account for the majority of the
variance in job performance ratings that most select systems can possibly predict, but that we’ve been able
to account for this variance for years. Our last three recommendations focus on the need to incorporate
components related to additional sources of variance in our predictive models. We conclude with a
discussion of their implications for both research and practice.
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Selection tests work better than we think they do, and have for years
Job performance ratings are widely considered the primary criterion for evaluating the validity of
selection practices. Furthermore, having a clear understanding of how well predictors work is an
essential requirement for understanding the state of the field and its progress. However, although
job performance ratings are widely used in research, the casual way in which they are often treated
does not reflect their complicated nature. This, in turn, often does not give us an adequate
benchmark against which to evaluate the effectiveness of selection procedures.

Confusion regarding the effectiveness of selection procedures may arise because of a failure to
distinguish total variance in job performance ratings from the percentage of that variance that can
be attributed to actual performance. For example, generalizability or G-theory research (see
DeShon, 2003) has shown that performance ratings often do not contain much “performance
valid variance” (cf. O’Neill et al., 2015; Putka & Hoffman, 2013). Indeed, Scullen et al. (2000)
found that only 21%–25% of variance in ratings can be attributed to ratee main effects, which is
the variance associated specifically with the person being rated. Similarly, Viswesvaran et al.
(2005) concluded that a general factor accounts for 27.4% of uncorrected between-rater
correlations. More recently, Jackson et al. (2020) determined that rater main effects account for as
little as 20%–30% of the variance in performance ratings depending on the level of aggregation of
scores across dimensions and raters. Although results relating to specific sources of variance have
varied throughout the years (e.g., Greguras & Robie, 1998; Hoffman et al., 2010; Jackson et al., 2020;
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Kraiger & Teachout, 1990; O’Neill et al., 2012; O’Neill et al., 2015; Schmidt et al., 2021; Scullen et al.,
2000; Woehr et al., 2012), likely due to differences in available data, research designs, and
organizational environments and contexts, one thing that remains consistent is that variance specific
to only the person being rated (i.e., ratee main effects) represents only a fraction of the total variance
in job performance ratings.

Despite the consistency of these findings and their potential implications for faith in the
construct validity of performance ratings, many organizational scholars and practitioners
regularly treat job performance ratings only as measures of performance. For example, most
organizations base at least some decisions on performance ratings provided by managers based on
the assumption that employees with higher ratings are better performers than their counterparts.
Similarly, researchers regularly evaluate the effectiveness of selection measures based on the
variance they account for in overall job performance ratings. However, the intent is usually to
identify how well they predict performance, which represents only a small percentage of this
variance. As a result, even the most effective performance predictors look dismal.

Predicting performance versus performance ratings
It is important, therefore, to distinguish between predicting performance versus predicting job
performance ratings. Although actual performance is one factor that influences job performance
ratings, other sources of variance such as rater main effects (e.g., various rater biases and response
patterns) also influence results, thereby contributing to total variance in job performance ratings.
Therefore, when trying to predict performance, at least when using job performance ratings as
criterion variables, we can only hope to predict variance attributed to ratee main effects with most
selection instruments. This is because other known sources of variance require consideration of or
interaction with raters who job applicants have not yet met, let alone worked with.

Therefore, when trying to predict performance, we should focus only on accounting for
variance in performance ratings that we can attribute to the person being rated. Often, that may be
limited to variance attributed to ratee main effects, but this can also include rater × ratee
interactions, such as when an employee performs better for a particular supervisor or when a
supervisor especially values a specific work style or approach.

Furthermore, we need to distinguish efforts to predict performance from those aimed
at predicting performance ratings. For example, we can estimate response tendencies such as
leniency bias by making comparisons among multiple raters. Potentially we could develop a
Severity, Strictness or Leniency Index to estimate it directly (Cheng et al., 2017). When used with
other predictors, such estimates of rater leniency can help us better predict performance ratings. In
contrast, when used as a covariate, rater leniency can help us better predict actual performance
because it removes variance not attributed to the person being rated.

Such a distinction highlights that we can often make better decisions when we have a better
understanding of the different sources of variance that impact job performance ratings. A failure
to do so not only leads to inaccurate conclusions when interpreting results, but often misguided
efforts aimed at improving our ability to explain and predict performance ratings. For example, as
we outline below, using a battery of well-built and valid selection tools, we can already account for
a large percentage of variance attributed to ratee main effects in job performance ratings. In fact,
common and well-established selection procedures can already account for most of the variance in
performance ratings that they are able to predict, which means they work much better than we
often give them credit for.

However, we are not nearly as good at predicting the full range of variance components of job
performance ratings. To do so requires not only a better understanding of the different sources of
variance in those ratings, but that we use predictive models that account for those sources of
variance. The more common approach is treating and correcting for other sources of variance as
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though they were error (e.g., correcting for inter-rater reliability), which may be useful for helping
estimate the value of selection tools but don’t help us actually predict performance or performance
ratings more accurately. Outside of selection, uncorrected performance ratings are of critical
importance in other HR decisions, such as promotions, demotions, resource allocation, project
assignments, pay raises, and developmental opportunities. In other words, we shouldn’t always
treat these other sources of variance as error (Deshon, 2003). Correcting for artifacts has its role,
but it can mask the challenges needed to predict or decompose actual job performance ratings.

Recommendations
Discussions about performance ratings are not new to the field of industrial-organizational
psychology or this journal. However, what is often lacking is a thorough understanding and treatment
of the different sources of variance in performance ratings. A more thorough recognition these
sources of variance, along with a better understanding of the limitations of each, leads to several
considerations and suggestions for using and interpreting individual predictors of job performance
ratings and the ratings themselves. We outline six such recommendations relating to: (a) the
interpretation of predictive validity coefficients and (b) efforts aimed at predicting job performance
ratings. We conclude with a discussion of their implications for both practice and research.

Interpreting predictive validity coefficients

Research shows that ratee main effects, or those that are specific to the person being rated,
accounts for a fraction (20-30%) of the variance in job performance ratings (Jackson et al., 2020). This
relatively small percentage of variance reflects both overall performance and domain specific
performance, indicating that the complexity we often attribute to variations in performance both
within and across individuals is often dwarfed by other sources of variance in performance ratings.
More importantly, it is the only source of variance that can be accounted for by most selection
instruments, where job applicants answer questions or perform in a context that is independent of their
future raters. Such selection assessments simply cannot produce results that can account for variance
attributed to rater idiosyncratic effects (i.e., rater main effects and rater × ratee interaction effects).

A G-theory model (Cronbach et al., 1972) can help one identify what variance to consider as
performance valid for generalizability purposes. For example, as DeShon (2003) noted, in top-
down selection one way to approach the issue is to conceptualize the percent of performance valid
variance as the components involving only ratee main effects divided by those effects plus rater ×
ratee interaction variance plus residual variance (as well as other ratee interaction effects if they
exist, such as ratee × item variance) because that is the variance associated with rank order
differences. Other approaches in other contexts may be more appropriate. The key is that failing to
make an argument about the nature of variance components of job performance ratings, and to
not model them in empirical validation research, can lead to widely inaccurate conclusions (see
O’Neill et al., 2012; Putka et al., 2008).

In a cavalier and more typical way, it is common to refer to the squared correlation between a
predictor score and job performance ratings as accounting for the percentage of variance in job
performance. Therefore, if a study finds an observed correlation between a selection test score and
future measure of job performance of .20, one might conclude that scores on this predictor
account for only 4% of the variance in job performance, leaving the remaining 96% unaccounted
for. This ignores the components of valid and invalid performance variance, thereby making the
predictors look negligible when they might not be.1

1More generally, see Funder and Ozer (2019) for a discussion about how the widespread practice of squaring correlations to
estimate variance explained is actually a highly misleading metric.
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Given that even our most predictive assessments rarely result in observed correlations with job
performance ratings larger than .20, such a conclusion paints a rather dim picture of our ability to
predict job performance. Instead, although it is true that a correlation of .20 indicates that a
selection measure only accounts for 4% of the variance in job performance ratings, one must keep
in mind when interpreting this result that actual job performance can account for only a fraction
of the variance in the ratings itself. To emphasize the importance of this distinction and suggest
better practices, we offer the following three recommendations concerning the percentage of
variance in job performance ratings that can be attributed to performance:

It is more appropriate to report the effectiveness of most selection assessments as a percentage of
variance that can be attributed to ratee main effects than as a percentage of overall variance in
job performance ratings
Although the variance associated with ratee main effects in job performance ratings might include
more than just job performance, they set an upper limit on the percentage of variance that can be
impacted by the individual characteristics of the person being rated. For example, how someone
scores on a cognitive ability test or personality test simply cannot account for variance in job
performance ratings attributed to rater idiosyncratic effects. To do so requires at least some
information about or participation by the rater. But in most selection testing scenarios, this is not
the case.

Therefore, rather than simply reflecting 4% of the total variance in job performance ratings, an
observed correlation of .20 between an individual predictor measure and performance ratings
accounts for closer to 13%–20% of the variance that can be attributed to ratee main effects (e.g.,
4% out of a total of 20-30%), which paints a more realistic and positive outlook for any single
predictor. This is a common step, for example, in meta-analysis, where a pseudo R2 is reported,
which ignores the non-predictable sampling error.

For example, consider cognitive ability, which often has one of the highest observed
correlations with job performance ratings of any commonly used selection technique or measure.
Further consider Hunter’s, 1986 meta-analysis, which reported an observed correlation with job
performance ratings of .32 for complex jobs, corresponding to an R2 of 10.24%. When compared
to the total variance in performance ratings, one might be tempted to conclude that the ability to
process, manipulate, and make sense of complex information accounts for only 10% of the
variance in job performance for jobs that require a large degree of information processing. And
although we can correct this value for artifacts such as unreliability and range restriction (see more
on that below), such corrections can introduce systematic bias and produce unrealistically high
estimates (Deshon, 2003; LeBreton et al., 2014; Sackett, 2014; Sackett et al., 2022). Furthermore,
they may result in lower total estimates for multivariate models because they generate high
estimated intercorrelations between predictors, misleadingly suggesting high overlap between
contributing variables. But perhaps most importantly, they don’t actually increase our ability to
predict job performance ratings.

However, rather than arguing for the validity and accuracy of statistical corrections that are
potentially problematic themselves, we believe it is more reasonable and accurate to compare
observed correlations and R2 values to the percentage of variance that can be attributed to ratee
main effects. A conservative estimate of performance relevant ratee main effects may be 25% of the
variance in performance ratings, conservative in that ratee main effects can include shared bias
among supervisors (e.g., if supervisors share a bias against a group, this increases the size of ratee
main effects as well as supervisor inter-rater reliability). Comparing predictor contributions with
this 25% predictable performance relevant variance invisible ceiling (which could be even lower),
indicates that cognitive ability’s R2 of roughly 10% actually predicts 40% of the variance in ratee
main effects in complex jobs. This seems a much more reasonable expectation concerning the
likely influence of cognitive ability on performance for these jobs.
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Or consider results from Park et al.’s (2020) meta-analysis comparing personality results to a
variety of outcomes. Focusing on just task performance as an example, we find observed
correlations of .14 for Emotional Stability, .08 for Agreeableness, .16 for Conscientiousness, .07 for
Extraversion, and −.01 for Openness. Squaring the results and comparing them to a 25% ceiling
for rater main effects indicates that across a range of jobs, Emotional Stability accounts for
approximately 8% of the variance in that can be attributed to ratee main effects, Agreeableness
around 2.5%, Conscientiousness a little over 10%, Extraversion 2%, and Openness almost nothing.
Adding the values up indicates that roughly 20-25% of the variance in task performance ratings
that can be attributed to ratee main effects across a range of jobs can be predicted with accurate
and reliability personality instruments.

However, this sum may be inflated due to intercorrelations between the predictors. So instead,
we can look at regression weights from Park et al. (2020), which give us an R2 of .04, indicating that
approximate 4% of the variance in performance ratings can be accounted for by personality
predictor scales. Comparing that to a 25% ceiling indicates that an appropriate combination of
personality scores can predict approximately 16% of the variance in ratee main effects. Results are
two to three times greater (40-48%) when predicting OCBs and CWBs and greater still when
examining predictive validity coefficients for specific jobs or job families.

Although our purpose here is not to reexamine every predictive validity coefficient that has
been reported or advocate for the use of some selection instruments over others, we think it is
important to examine all such results with a more appropriate reference concerning the amount
of variance in job performance ratings that can possibly be predicted using most selection
instruments. When doing so, we get a much more reasonable and realistic picture of how those
instruments perform. Furthermore, a ceiling of 25% not only provides a number that is easy to
work with, but one that is very similar to estimates of ratee main effects from previous research
(e.g., Jackson et al., 2020; O’Neill et al., 2015; Scullen et al., 2000; Viswesvaran et al., 2005), We
propose this number only as a rough estimate that is useful in that it allows us to better evaluate
and understand the effectiveness of selection instruments for predicting performance.

It is also important to note that other factors might affect the percentage of variance in
performance ratings attributed to ratee main effects, such as the content of the ratings, potential
job characteristics, or study design issues such as aggregating ratings across multiple raters. For
example, collecting data from and averaging ratings across multiple raters should reduce at least
some of the overall variance in job performance ratings that can be attributed to rater main effects,
thereby increasing the “ceiling” representing the percentage of variance that is left to ratee main
effects. In other words, if you remove or reduce the effects of one source of variance, every other
source represents a larger percentage of what is left. Therefore, if aggregating results across
multiple raters, it may be more appropriate to compare observed correlations to a 30% ceiling
based on Jackson et al. (2020)’s estimate that 29.77% of the variance in job performance ratings
results from rater main effects after aggregating ratings across multiple raters within rater source.
Rater training or other attempts to potentially mitigate the influence of rater main effects and/or
rater × ratee interaction effects may also result in the need for a higher ceiling, which highlights
the need for future research to continue to examine the potential influence of factors that impact
the percentage of variance attributed to ratee main effects and other sources of variance.

We need to look at the overall effectiveness of selection systems containing multiple steps and
selection measures in this same fashion
Similarly, we should evaluate most selection systems containing multiple diverse predictors based
on the variance they can account for attributed to rater main effects. When doing so, we find that it
is not only possible to account for most of the variance in job performance ratings that can be
attributed to ratee main effects, but that we have been able to account for this variance for quite
some time. In short, our assessments work well and have for years.

Industrial and Organizational Psychology 273

https://www.cambridge.org/core/terms. https://doi.org/10.1017/iop.2024.10
Downloaded from https://www.cambridge.org/core. IP address: 18.225.149.198, on 15 Mar 2025 at 11:35:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/iop.2024.10
https://www.cambridge.org/core


To illustrate our point, we first identified results from published empirical research examining
intercorrelations between common predictors and their relationships with job performance
(Christina & Latham, 2004; Kluemper et al, 2015; O’Boyle et al., 2011; Park et al., 2020; Salgado,
2003; Salgado et al., 2003; Salgado & Moscoso, 2002; Schmidt & Rader, 1999; Schmidt et al.,
2008; Stanek, 2014). Predictors included general mental ability (GMA), structured behavioral
interviews, and emotional intelligence. We also included results for personality where each of
the FFM model scales (Digman, 1990; Goldberg, 1992; John, 1990; McCrae & Costa, 1987)
served as predictors, resulting in eight predictor scales derived from four assessments commonly
used for selection.

Next, we created a validity coefficient matrix including relationships between predictors and
relationships with each predictor and job performance ratings (see Table 1). To determine the
percentage of variance in job performance ratings accounted for from a combination of these
predictors, we conducted an OLS multiple regression analysis based on a harmonic mean of 2277,
which produced an R2 of .164.

When compared to our 25% ceiling, we see that a combination of four of our field’s most
commonly used job selection tools predicts about 66% of the variance in job performance ratings
that can be attributed to ratee main effects. Given that we did not correct for reliability in our
predictors, this is operational validity and could be improved with more reliable assessments. And
given that we did not correct for range restriction in the performance criterion, as per Sackett et al.
(2022), this is likely a small underestimate. In other words, four well-designed and valid selection
procedures, which may take no more than a couple of hours to administer, can account for most of
the variance we can possibly predict with traditional selection tests.

Furthermore, our ability to predict most of this variance should not only give us more
confidence in relying on assessments for which there exists an abundance of validity evidence but
emphasizes the need to focus on other sources of variance if we want to increase our ability to
predict performance ratings. For example, consider meta-analysis and its validity generalization
sub-discipline of synthetic validity (Johnson et al., 2010). Specifically, if we are confident that we
can predict performance sub-dimensions such as Data, People, Things, and Organizational

Table 1. Relationships Between Common Predictors and Job Performance Ratingsi

Variable 1 2 3 4 5 6 7 8 9

1. Performance

2. Interview 0.19a

3. EI 0.24c 0.22f,g

4. GMA 0.29h 0.14e 0.05c

5. N −0.09h −0.04e −0.47c −0.07d

6. E 0.04h 0.10e 0.42c 0.00d −0.26b

7. O 0.05h 0.04e 0.33c 0.19d −0.07b 0.29b

8. A 0.08h 0.06e 0.32c 0.00d −0.16b 0.20b 0.19b

9. C 0.17h 0.08e 0.32c 0.02d −0.23b 0.19b 0.16b 0.29b

aSchmidt & Rader, (1999).
bPark et al. (2020).
cO’Boyle et al. (2011).
dStanek (2014).
eSalgado & Moscoso (2002).
fChristina & Latham (2004).
gKluemper et al. (2015).
hSchmidt et al. (2008).
iSalgado et al. (2003).
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Citizenship and then combine then into an overall weighted composite score (Schmidt & Hunter,
2014), we could implement a three-stage or multi-hurdle system.

Using the same principles used in most screening systems, we move from broad to narrow (e.g.,
for water filtration it moves from gravel to sand to charcoal). In the first stage (e.g., gravel), we
focus on Person-Organization (P-O) fit, which has its own set of criteria and standards (e.g.,
complementary versus supplementary fit; Barrick & Parks-Leduc, 2019). In this second stage
(e.g., sand), we focus on Person-Job (P-J) fit and seek to account for variance associated with ratee
main effects. Here, Meta-Analytic Structural Equational Modeling can be employed, with the
validity correlations moderated by job characteristics and the weighted composite score
influenced by organizational strategy (Jak & Cheung, 2020; Steel et al., 2021). In the third stage
(e.g., charcoal), presumably after people are hired to minimize adverse treatment, we are now
finding the best position for them within the job family by focusing on remaining variance and
match to maximize Person-Supervisor (P-S) fit (i.e., address rater main effects and ratee × rater
interaction effects).2

For example, one way we could operationalize this third stage is by reestablishing the
importance (i.e., the weights) that individual supervisors give to the different performance sub-
dimensions (e.g., Data, People, Things, and Organizational Citizenship), and then recalculate
composite scores as to rank and match accordingly. Although such a process requires that we
learn more about the nature of and how to account for these effects, it is superior to the tradition of
relegating rater × ratee interactions as error to be statistically corrected. Far from being error,
rater × ratee interactions are reflected in P-S fit, so they lead to higher leader-member exchange,
supervisory trust, job satisfaction, affective commitment, and Organizational Citizenship
Behaviors (Baik & Pak, 2020; Van Vianen, 2018). Consequently, individual supervisors or sole
proprietors should want to know who they specifically would view as high performers, not what
happens on average. Furthermore, individual employees would not consider working with
supervisors who value their contributions as error, especially with subsequent performance
assessments and interpersonal relationships influencing their job satisfaction, promotion and pay
raises. Notably, such a methodology could provide insights to help reduce adverse impact and
treatment while simultaneously improving productivity, two of the great challenges of our time.

Efforts aimed at creating new selection tests should still focus on being as predictive as possible
but should highlight other benefits as well
As stated above, most selection tests are typically administered to job applicants outside of the
context of the work environment or without any interaction with the person(s) providing
performance ratings. As a result, a 25% ceiling is a reasonable estimate to examine the effectiveness
of these instruments because it represents the maximum percentage of variance in performance
ratings that they can capture. Therefore, if a combination of selection instruments can account for
two-thirds and likely more of the variance associated with ratee main effects, there may be little
room for improvement for new selection instruments in terms of predictive accuracy. Of note,
even if we could predict 100% of this variance, this does not mean organizational main effects,
such as reward systems or training programs, are ineffective. Affecting almost everyone within an
organization, they are not attributable to ratee effects although they can increase the impact of
individual differences. In particular, training programs not only are given to but also benefit most
those who are conscientious and clever (Schmidt et al., 2008), augmenting the relationship these
individual variables have with performance.

Also, this high variance percentage does not mean that such efforts cannot produce more
efficient means of obtaining predictive information from applicants or ways that may reduce bias

2Aside from these formal assessments, we could even add an informal, preliminary stage at the start, that is Person-
Occupation or Person-Vocation fit, where vocational counseling results in self-selection to a discipline or a field.
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or discrimination, or that are easier or less costly to administer, all of which are important goals.
But if the primary goal of such efforts is to increase predictive validity over and above currently
existing procedures, there may simply be too little additional variance left to predict, at least in
terms of overall job performance. Although creators of new selection tests or procedures must still
show that their instruments are as predictive as the instruments they intend to replace, they should
focus more on highlighting other benefits of their approach. Predictive validity is certainly
important, but it should not be the only thing we focus on when evaluating the effectiveness and
utility of a selection instrument.

Furthermore, some selection practices can include one or more individuals who may later rate a
person’s performance. This is especially common for interviews involving managers who will
supervise the new hire. In such cases, it is possible that any predictive validity associated with such
interviews reflects at least some variance in future job performance ratings associated with rater
main effects and ratee × rater interaction effects. If a manager has some understanding of the
unique characteristics they associate with high performance in subordinates, they may focus on
these characteristics during their interactions with job applicants. In fact, it might be possible to
design interviews specifically with this goal in mind, which emphasizes the importance of
understanding variance associated with rater main effects and ratee × rater interaction effects so
we might be able to account for larger percentages of variance in job performance ratings above
and beyond variance attributed to ratee main effects.

Dealing with rater main effects and rater × ratee interactions

Rather than toiling over validity coefficients that represent small effect sizes, are often plagued by
sampling error with small sample sizes, and generally seem to indicate an inability to effectively
predict job performance ratings, we should celebrate the decades of work that have gone into
developing effective tools for capturing the wide variety of individual characteristics that influence
job performance. In fact, the ability to predict the majority of the variance in job performance
ratings that can be attributed to the person being rated using no more than a couple of hours of
sound psychological assessment is quite impressive given the diversity and complexity of human
characteristics and behaviors.

However, this doesn’t mean we shouldn’t focus on other methods for predicting and/or
explaining variance in performance ratings beyond simply trying to create better selection
instruments. Performance ratings usually have serious consequences for employees even
though they represent only a modest estimate of actual performance. When it comes to many
important organizational decisions, such as pay raises and promotions or project assignments
and training opportunities, the ratings themselves often matter a great deal. They may also
serve as a self-fulfilling prophesy by leading to opportunities that actually do impact future
performance, and the only way to substantially improve our ability to predict performance
ratings is to focus on and incorporate other sources of variance in our predictive models.

We should do a better job of measuring rater main effects and incorporating them into our
predictive models
Instead of continuing to focus almost entirely on measures that can only predict ratee main effects,
future efforts should focus more on including variables that account for variance attributed to
other components (Kane, 2011). For example, we often attempt to minimize the impact of sources
of rater main effects, such as leniency and halo biases, through rater training (i.e., a
standardization approach). And although such training might be beneficial, it can be easy and
sometimes just as practical to estimate leniency bias in raters who regularly rate the performance
of multiple employees over multiple time periods. Essentially, such error is random between
individuals but systematic within, a crucial difference. Measuring and incorporating leniency bias
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into predictive models would not only potentially offer a long-term solution for accounting for
their effects but should increase our ability to predict performance ratings. In other words, we
might only need to only include a variable in our model that accounts for individual leniency
effects by predicting higher ratings from traditionally lenient raters and lower ratings from
traditionally less lenient raters (e.g., the Personal Equation approach; Cattell, 1893). So far, we
have only made nascent steps towards creating performance specific self-report leniency indices,
but it remains a promising venue (Cheng et al., 2017; Burchett & Ben-Porath, 2019; Rohling
et al., 2011).

It would also be useful to rely on multiple raters to assess performance (Deshon, 2003). As per
Generalizability Theory, averaging scores across multiple raters inevitably serves to reduce rater
main effects, thereby increasing the percentage of remaining variance that we can attribute to ratee
main effects (i.e., it raises our ceiling). This might not be possible for all jobs – such as jobs where
evaluating performance requires extremely specialized knowledge and intimate exposure to the
person’s behavior. However, it should be possible for most. If the goal of data collection is to assess
performance as accurately as possible, then researchers should always consider obtaining ratings
from multiple raters familiar with an employee’s behaviors and performance.

For example, when collecting performance data as part of a criterion-related validity study,
relying on individual raters results in less reliable criterion measures, which reduces the overall
magnitude of the correlations one can find (i.e., lowers the ceiling by increasing the size of rater
main effects and ratee × rater interaction effects). This makes it less likely that one will even get
results in the expected direction, let alone results that are statistically significant. Simply relying on
statistical corrections after the fact is not a good substitute for collecting more reliable data to
begin with. The default, therefore, should be to always try to collect data from multiple raters and
only rely on ratings from individual sources for the rare occasions when multisource ratings are
not feasible.

We should stop incorrectly categorizing known sources of variance as error and always treating
them as such
Of course, using multiple raters will not eliminate the influence of rater main effects, especially
when relying on a small number of raters or when ratings vary drastically across raters. As a result,
it may still be reasonable to assess and correct for inter-rater reliability at times. And although an
average reliability estimate of around .52 has been amazingly consistent across multiple studies
(e.g. Salgado et al., 2016; Shen et al., 2014; but see also LeBreton et al., 2014), these studies also
show that inter-rater reliability varies across samples, highlighting the value of sample specific
estimates when possible. Therefore, before automatically employing a standard correction for all
rater main effects, such as an estimate of .52, it is possible to calculate inter-rater reliability for
specific samples to use for corrections while reducing the effects of low inter-rater reliability
simply using multiple raters.

Even so, it is still possible to overcorrect. A combination of corrections for various forms of
range restriction and reliability can produce correlations that seem unrealistically high (Schmitt,
2007). For example, Schmidt et al. (2008) estimated that the average correlation between GMA
and job performance was as high as .88 for some jobs after applying multiple corrections to an
observed correlation of .23, representing over a 1400% increase in the variance accounted for in
the criterion measure (i.e., R2 increasing from 5.5% to 77.4%). One issue with such estimates is that
they suggest that only one or two predictors could account for nearly all the variance in ratee main
effects, thereby ignoring predictive validity evidence for other selection instruments, as well as
other factors known to influence performance such as person–organizational fit (Nye et al., 2017;
van Vianen, 2018), network and mentoring (Wai & Rindermann, 2017), and employee training
(Arthur et al., 2003). Another is that they are based on assumptions that essentially discard the
vast majority of the variance in the criterion items they intend to predict.

Industrial and Organizational Psychology 277

https://www.cambridge.org/core/terms. https://doi.org/10.1017/iop.2024.10
Downloaded from https://www.cambridge.org/core. IP address: 18.225.149.198, on 15 Mar 2025 at 11:35:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/iop.2024.10
https://www.cambridge.org/core


If our goal is to estimate the relationship between a specific predictor and generically perceived
job performance, then correcting for inter-rater reliability may make sense, but it is important to
remember what we are doing in this case. Specifically, we are estimating the expected relationship
between the predictor and the mean estimate from an infinite number of raters, sampled in the
same way as the observed raters (e.g., socialized, selected and trained similarly, so likely seasoned
supervisors from the same occupation and organization), which is not that same thing as
predicting actual job performance ratings. Instead, when predicting job performance ratings is our
goal (i.e., how a specific supervisor would rate an individual), we must measure and incorporate
variables relating to these additional known sources of variance into our predictive models rather
than duping ourselves into thinking that statistical corrections have somehow made our estimates
and conclusions more accurate.

We need to focus more on rater × ratee interaction effects
We know less about rater × ratee interaction effects than either of their associated main effects
even though they account for substantial variance in performance ratings. One difficulty with
pinpointing rater × ratee interactions is that we rarely have data where multiple raters have all
rated the same set of ratees.3 Instead, performance data are often nested within raters whereas
individual raters, often managers, each rate separate employees. As such, Scullen et al. (2000)
notes the presence of such interactions but only that they are combined in their analyses with
other rater main effects such as leniency and halo.

However, by relying on data where each ratee was rated by multiple raters and raters were
identified by source (e.g., manager, peer, or subordinate), Jackson et al. (2020) were able to
estimate that interactions attributed to both rater source× ratee main effects, which accounted for
between 16–28% of the variance in performance ratings and rater (nested within source) × ratee
effect, which accounted for an additional 5–8% of the variance in performance ratings. These
results are particularly intriguing because they indicate that the largest source of interaction effects
may not be from interactions between individual raters and ratees but are interactions relating to
rater source.

Much of the variance in multisource performance ratings, therefore, likely results from some
individual ratee behaviors being viewed more favorably by raters representing specific perspectives
(e.g., managers) than others (e.g., peers or direct reports). In other words, the characteristics
and behaviors that managers associate with high performance might be different than the
characteristics that peers or direct reports associate with high performance. Or in relation to
variance associated with rater × ratee interaction effects within rater source, the characteristics
and behaviors that one manager views as effective might be different than those viewed as effective
by a different manager. It might also be useful to partition broad groups such as coworkers, peers,
or direct reports to those working within particular teams, functions, or environments, or who
have varying frequencies or forms of interaction with the ratee. Research examining the
complexities of roles and relationships with ratees could help further predict, explain, and inform
uses of performance ratings provided by a diverse range of other potential raters.

Unfortunately, we don’t currently know much about ratee× rater interaction effects or how to
incorporate them into our predictive models. We know that different raters think more favorably
of some ratees than others, and likely vice versa, but we often don’t know why. Some work has
been done on person–supervisor (P–S) Fit, though it typically focuses on perceived match,
congruence or similarity between the two (e.g., Peng et al., 2022). More relevant research draws on
implicit leadership theory and implicit followership theory, where performance ratings fluctuate

3One caveat is that it may be unwise to move beyond rater × ratee interactions to consider more elaborate combinations
because there is the potential to create a near-infinite number of potential interactions between different combinations of
raters and/or traits, particularly when most studies are woefully underpowered to robustly test even a few moderators
(Murphy & Russell, 2017).

278 Jeff L. Foster et al.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/iop.2024.10
Downloaded from https://www.cambridge.org/core. IP address: 18.225.149.198, on 15 Mar 2025 at 11:35:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/iop.2024.10
https://www.cambridge.org/core


massively to the degree the ratee matches the rater’s prototypes (Junker & Van Dick, 2014).
Furthermore, such variance might reflect performance, such as when one rater simply has more
experience with a ratee than another rater, or might not reflect performance, such as when these
effects are the result of actual biases. Regardless, we rarely account for these interactions in
predictive models. However, we believe this is an area ripe for exploration and one that could
substantially improve our ability to predict and explain job performance ratings. We envision a
day where we can directly assess supervisors’ ideal employees in terms of desired behaviors, which
then can be predicted by individual differences and subsequently matched.

Discussion/implications
Exploring and incorporating multiple sources of variance in models aimed at predicting job
performance could have several benefits. The first, which simply comes from recognizing the
limitations of accounting for only one potential source of variance, is that it provides us with a
means of better representing our ability to predict job performance. As a field, we are much better
at identifying high performing employees than we often give ourselves credit. However, when we
judge our measures against their ability to predict job performance ratings, we not only sell them
short, but potentially make it more difficult to convince others to use otherwise effective
procedures and instruments. We need to always be mindful to not interpret correlations with job
performance ratings as indicators of how well selection measures predict actual performance.

Second, considering multiple sources of variance should help us design better studies. Short of
using corrections for artifacts such as unreliability and range restriction, there may be little we can
do to improve evidence that highlights the usefulness of our instruments when we only have data
representing our predictors and limited performance ratings provided by one rater, usually a
manager, at one point in time. In fact, when that is all that is available, it might be better to not
conduct a criterion-related validity study at all, especially when dealing with small samples.
Instead, researchers and practitioners should both carefully take into account such considerations
and make every effort to incorporate measures relating to other sources of variance, such as rater
source or biases, into their research when trying to predict either performance or performance
ratings. Furthermore, nearly all studies would benefit from obtaining data from multiple raters
when the goal is to examine actual job performance.

More focus on rater main effects could also be beneficial in terms of providing training and
feedback to raters regarding the characteristics and utility of the ratings they provide. Although
training aimed at reducing rater biases can be effective, these effects are often short lived and
deteriorate over time (Roch et al., 2012). However, the data that are often necessary for examining
rater biases, such as ratings for multiple people and/or over multiple points in time, should also be
useful for communicating and tracking the impact of such biases for specific individuals. In other
words, rather than just talking about potential biases and their impact, regularly collecting and
examining data relating to biases could not only improve our predictive models but have the
added benefit of assessing them (e.g., a Leniency Index) as well as facilitating training to have more
profound and lasting positive effects. Such data might also be useful as a means for holding raters
accountable for more accurate and useful ratings.

Furthermore, focusing more on rater × ratee interaction effects could help us design selection
systems that more effectively predict additional sources of variance in job performance ratings.
For example, identifying characteristics viewed by specific raters (e.g., a person’s future manager)
or groups of raters (e.g., subordinates or peers) and then focusing on these characteristics could
improve prediction by capturing at least some variance attributed to sources of variance other
than ratee main effects. Different managers inevitably hold different assumptions or for how they
view performance for specific subordinates in specific roles. Although we might view these
differences as biases, they still impact an employee’s likelihood of success and, therefore, of
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receiving higher performance ratings. Identifying the characteristics valued by specific managers
and focusing on these characteristics in selection processes could help us better identify job
applicants who are not only more likely to perform well in a specific job, but also those who are
most likely to perform well in that job for a specific manager, which would increase the overall
value and utility provided by the selection system. This might be particularly applicable to sole
proprietors or within small organizations with a limited number of incumbents in each job.

Finally, regularly considering and evaluating multiple sources of variance in job performance
ratings should also help us better understand and explain what the ratings given to individual
employees actually mean and represent. A failure to accurately reflect performance is particularly
problematic when organizations continue to use performance ratings as if they reflected a Platonic
ideal instead of an imperfect operationalization. A better job of modeling the various components
that contribute to variance in ratings will not only help us understand ratings better, but should
help us communicate their meaning, limitations, and proper use within organizations.
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