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Abstract
As judges increasingly rely on algorithmic and AI systems in their decision-making process, concerns have
been raised about their impact on the judicial duty to state reasons – a duty that is essential to the right to a
fair trial and the rule of law. This paper examines whether existing legal frameworks adequately ensure this
duty and its underlying normative goals in the age of automation and explores how best to safeguard this
duty. Central to the analysis is the question ofwhether the duty to state reasons itself should be redefined and
impose stricter reasoning requirements on judges using AI, requiring them to articulate both ‘pragmatic’
and technical explanations of the systems’ role in their decisions. While this approach may enhance the
duty’s normative goals of legitimacy, transparency and accountability, the paper also considers the potential
drawbacks of imposing such a more robust reasoning obligation in AI-assisted judicial processes.

Keywords: algorithmic and AI systems in the judiciary; judicial duty to state reasons; right to a fair trial; right to explanation;
sincere or candour reasoning; explainable AI

1. AI’s expanding yet unconstrained role in the judiciary
Although judges historically adopted a cautious approach to accepting new technologies, they have
increasingly embraced the digitalisation shift and have started integrating algorithmic and AI sys-
tems into their courts. Initially, experiments in the legal domain centred around rule-based and
knowledge-based systems, known as legal information retrieval systems, and other simple applica-
tions grounded in an ‘if-then’-logic. These early systems were designed to assist judicial actors by
automating simple, repetitive tasks, mainly for administrative purposes, such as case management,
electronic filing, precedent and evidence analysis, case scheduling and assignment, or admissibility
assessments. However, technological advancements have since propelled the development and use of
increasingly sophisticated AI and machine learning applications, which learn from large amounts
of data and experience (Cohen, 2021; Liebowitz, 1986; Susskind, 1986). Algorithmic and AI sys-
tems can nowadays provide substantive support, assisting judges in calculating average sentences
for crimes, assessing the likelihood of someone reoffending, or predicting case outcomes (Corvalan,
2020; Fabri, 2024; Medvedeva, 2023; Reiling, 2020; Smuha & Hendrickx, 2023). Since the launch of
ChatGPT by OpenAI in 2022, generative AImodels have further broadened AI’s role in the judiciary,
as they can offer high-quality human-like text that can assist judges with drafting their judgements,
summarising documents or providing legal advice across different legal domains (Labour Circuit of
Cartagena 2023; Rechtbank Gelderland, 2024; Farah, 2023; Gutiérrez, 2024b; Smith, 2024; Taylor,
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2023), going from tax and family law to criminal law (Corvalan, 2020; Dhungel, 2024; Koukoulioti,
2024; Saied-Tessier, 2024). This progression shows how algorithmic and AI systems are assuming an
increasingly pivotal role in shaping judgements, and the judicial decision-making process in more
general – thereby not only impacting individuals but society alike.

The continuing drive to integrate these technologies into the judicial decision-making process
can largely be explained by the ambition to enhance the efficiency of justice systems. As courts are
faced with an overwhelming influx of cases and persistent backlog, the turn to technologies seems
to hold the promise of expediting case resolution, reducing costs, and making procedures more
transparent and accountable (Carneiro Rocha, 2021; CEPEJ, 2024b; Schindler, 2024). However, over
time, it has become clear that this efficiency discourse and techno-solutionism paradigm are not
a silver bullet (Hedler, 2022; Paul, 2022; Skaug Saetra & Selinger, 2023). The reliance on algorith-
mic and AI systems in the judiciary comes with many risks and challenges, particularly concerning
the right to a fair trial and the rule of law (Dessers & Valcke, 2020; Dhungel, 2024; Dymitruk,
2019; Smuha, 2024). Issues have surfaced regarding the negative impact on judicial independence
(Gentile, 2022; Schmitz-Berndt, 2024) or the authenticity and admissibility of AI-generated evi-
dence (Grossman, 2023; Seng, 2021). Despite the growing concerns, only recently attention has
turned towards understanding how algorithmic and AI systems can affect the judicial duty to state
reasons, which refers to the obligation of judges to provide reasons whenever they rule in a case
and a crucial component of the right to a fair trial and rule of law (Barry, 2024; Dymitruk, 2019;
Hendrickx, 2024, 2025).

Considering the impact of algorithmic and AI systems on the judicial duty to state reasons
and its underlying normative goals (Hendrickx, 2024, 2025), this paper examines how best to
safeguard this duty in the age of automation, in particular, by assessing whether existing legal frame-
works are adequate to safeguard this duty and, if not, whether we should rethink the duty’s core
and scope. Given the duty’s fundamental role in ensuring the right to a fair trial, upholding the
rule of law and promoting different important functions, it is essential to determine whether and
how this duty should be adapted or strengthened to remain effective when reliance on AI in the
judiciary continues to increase. This paper is divided into six sections. The current section pro-
vided an overview of the growing presence of algorithmic and AI systems within the judiciary
(Section 1).

The second section reviews how the reliance on algorithmic and AI systems can affect the judicial
duty to state reasons, drawing on previous research on this exact topic. To this end, I provide a concise
conceptualisation of the judicial duty to state reasons and identify its underlying normative goals
being legitimacy, transparency and accountability of judicial decision-making. I then examine how
different AI systems can impact these normative goals (Section 2).

In the third section, I evaluate whether existing legal frameworks, in particular the right to expla-
nation under the General Data Protection Regulation (GDPR) and the AI Act, provide safeguards
to the judicial duty to state reasons by requiring explanations from judges when they rely on AI sys-
tems. While certain provisions might safeguard the duty to some extent, it seems that the current
legal frameworks are inadequate to uphold the normative goals of the duty in the age of automation
(Section 3).

Building on this assessment, I explore whether a reconsideration of the judicial duty to state
reasons is necessary in the sense of imposing stricter reasoning requirements on judges who rely
on AI. Specifically, I explore whether the duty should be expanded to require judges to pro-
vide both ‘pragmatic’ and technical explanations. Pragmatic explanations would require judges to
disclose whether and how they used an AI system, in which part of the process, the extent to
which they integrated AI-generated outputs, the role the system played in forming the final judge-
ment and so on. In addition, technical explanations would offer insights into the logic and inner
workings of the AI system, which connects with the broader debate on explainable AI (XAI)
(Section 4).
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The fifth section critically examines the potential drawbacks of imposing such heightened reason-
ing obligation in AI-assisted judicial processes (Section 5). The last section concludes the paper by
summarising the key findings and implications of the research (Section 6).

2. The impact of algorithmic and AI systems on the judicial duty to state reasons
2.1 Introduction
Before addressing the main research question of this paper – whether we should rethink the judicial
duty to state reasons in order to best safeguard it in the age of automation – it is first important to
show how the reliance on algorithmic and AI systems in the judiciary can impact this duty, since
that assessment not only contextualises but also justifies the current research. This section therefore
addresses the question how and to what extent the duty can be impacted whenever judges rely on
these technologies. I will first provide an overview of the judicial duty to state reasons, followed by
an analysis of how it can be impacted. The conceptualisation of the duty is restricted to the European
level. This is because at European level, minimum standards apply across all Member States. While
Member States may impose additional requirements, it shows that if the reliance on algorithmic and
AI systems in the judiciary already affects the duty at European level, it will even more so have an
impact at national level.

Rather than looking at how the duty itself can be impacted, I believe at this stage in time, it
is more insightful to look at how the underlying normative goals of the duty can be impacted. I
argue that these goals – legitimacy, transparency and accountability of judicial decision-making – are
fundamental and universal objectives that are intrinsic to the duty and should remain safeguarded,
regardless of how the duty itself is framed or operationalised across different jurisdictions.

2.2 The judicial duty to state reasons
The judicial duty to state reasons refers to the obligation of judges to provide reasons or motivations
for the decisions they takewhenever they rule in a case.Theduty obliges judges to describe factual and
legal circumstances of the case, the manner of interpretation of the arguments of parties during the
trial and legal reasoning (Dymitruk, 2019). At the European level, the duty is grounded in Article 6 of
the European Convention on Human Rights and Article 47 of the European Charter of Fundamental
Rights. Although not explicitly mentioned in the text of these articles, both the European Court of
HumanRights (ECtHR) and the EuropeanCourt of Justice (ECJ) have recognised that it is an essential
part of the right to a fair trial (ECtHR 21 January 1999; ECJ 15 October 1987). The duty is often also
referred to as the right to a reasoned judgement, meaning that individuals have a right to obtain
reasons for decision that affect them (ECtHR, 2024).

The judicial duty to state reasons constitutes an essential part of the rule of law and the right to a
fair trial. The latter aims to ensure fair litigations through a range of procedural safeguards, includ-
ing this duty that requires judges to provide justifications for their decisions. Judges’ explanations
enhance the fairness of judicial proceedings and ensure that decisions are perceived as legitimate
and just (Dymitruk, 2019). The ECtHR and numerous scholars have consistently affirmed that the
right to a reasoned judgment is also part of the rule of law in liberal democracies. On the one hand,
reason-giving is an important component of the procedural conception of the rule of law, serving as
a safeguard against arbitrary decisions, irrationality and unreasonability. On the other hand, it serves
the substantial conception of the rule of law as providing rules and reasons leads to better public
decisions and enhanced quality (ECtHR 6 March 2006; ECJ 6 September 2012; Cohen, 2009; Neil,
1998; Simmons, 2018).

Although no uniform definition of the judicial duty to state reasons exists, both the ECtHR and
ECJ have provided insights into its scope and characteristics through their case law. First of all, it is
important to distinguish between a formal and substantive duty (Hendrickx, 2024, 2025). A formal
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duty requires only that a judgement is reasoned without assessing the correctness or accuracy of the
reasoning. Such formal duty exists at European level (ECtHR 18 May 2010). A substantive duty calls
for more detailed and robust reasoning for judges’ decisions, as seen in jurisdictions like Brazil and
Mexico.1

Whether it be a formal or substantive duty, as a minimum standard, the duty obliges judges to
address the essential arguments raised by the parties that are determinant to the case’s outcome
(ECtHR 9 December 1994(a)). Judges thus not necessarily have to answer to all arguments raised by
the parties, but only to the ones that can affect the resolution of the dispute. The extent of how elab-
orate the reasoning should be depends on the nature of the decision and circumstances of the case.
Factors to take into account include ‘the diversity of the submissions that a litigant may bring before the
courts and the differences existing in the Contracting States with regard to statutory provisions, custom-
ary rules, legal opinion and the presentation and drafting of judgment’ (ECtHR 9 December 1994(b)).
If a context is clear, some arguments may not be addressed or even indirectly rejected (ECtHR 9
December 1994(a); ECtHR 9 December 1994(b)). Another example is that judges may fulfil the duty
by simply endorsing the reasoning of a lower court’s decision in certain situations, whereas in other
circumstances not. Sufficient procedural safeguards and parties’ ability to understand the decision
may counterbalance the lack of reasons (ECtHR 19 February 1998). For example, if a convicted per-
son was present during all hearings and heard all the essential arguments, it can be assumed that
the person can be reasonably aware of the reasons for the decision even without explicit reasoning
in the judgement (ECtHR 30 September 2022; ECtHR 7 September 2023). A violation occurs when
adequate reasons lack, for instance, if the judgment does not mention anything about evidence or
statements that are crucial to acquit of convict someone – which must be assessed on a case-by-
case analysis (ECtHR 8 April 2008). In 2008, the Consultive Council of European Judges (CCJE)
adopted Opinion No 11 on the quality of judicial decisions (CCJE, 2008), in which they proposed
several recommendations to enhance the quality of decisions, including through the judicial duty
to state reasons. The CCJE stated that decisions should be clear, intelligible, drafted in a simple lan-
guage, accessible to anyone, and that reasons should be consistent, clear, unambiguous, free from
contradictions or insulting or unflattering remarks about the parties. While the recommendations
set a high standard, they remain non-binding guidelines. In practice, neither the ECtHR nor the ECJ
has embraced these standards, but instead adhere to a more minimal approach to the duty to state
reasons.

Beyond these characteristics, case law and literature indicate that the judicial duty to state rea-
sons fulfils several important functions in liberal democracies. By stating reasons, judges not only
conclude and resolve the dispute, they also demonstrate that they have heard the parties’ arguments
and provide them with insights as to why a decision was made, enabling parties to make informed
choices about appeals (ECJ 15 October 1987; ECtHR 12 February 2004). Reason-giving serves as a
safeguard against arbitrary powers, since it curbs the improper exercise of judicial discretion and thus
enhancing accountability vis-à-vis judges. Stating reasons fosters transparency within the judicial
decision-making process and the justice systems as a whole (ECtHR 30 September 2022). Research
has shown that when judges’ reasoning is accessible, it increases acceptance of judicial decisions,
contributes to legal certainty, and renders the whole procedure more fair (ECtHR 14 February 2007;
Opdebeek & De Somer, 2016). The duty empowers individuals and constitutes a prerequisite to their
ability to exercise their rights, such as the right to be heard, right to a reasoned judgement and right
to a fair trial in general (ECtHR 27 September 2001).

In a subsequent step, I argue that the judicial duty to state reasons pursues important norma-
tive goals, referring to goals or requirements that must be met whenever judges rule on cases –

1Art. 489 §1 of the Brazilian code of civil procedure. https://www.lawyerinbrazil.com/wp-content/uploads/2019/
06/BRAZILIAN_CODE_OF_CIVIL_PROCEDURE-1.pdf; Art. 402 of the Mexican National Code of Criminal
Procedures, https://www.wipo.int/wipolex/en/legislation/details/17432.
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including when they rely on algorithmic and AI systems to do so. These goals not only grasp
the essence of what the duty aims to achieve but also what is should pursue. I develop this nor-
mative framework for different reasons. As mentioned, the conceptualisation of the duty remains
relatively underexplored in legal scholarship. By examining its underlying normative goals, this
research contributes to a more comprehensive theoretical foundation. From a practical perspective,
an assessment of AI’s impact on the duty must be preceded by a conceptual clarification of the duty’s
normative goals. In addition, focussing on the normative goals of the duty – rather than the duty
itself – allows for a more universally applicable framework. The normative goals are fundamental
objectives that should be safeguarded regardless of how the duty is framed or operationalised in
different jurisdictions. The theoretical framework allows to examine how AI systems affect the nor-
mative goals of the duty without being constrained by how particular jurisdictions interpret the duty
itself.

Drawing on case law and literature, I detect three normative goals pursued by the duty: legitimacy,
transparency and accountability of judicial decision-making. While each of the goals is a fundamen-
tal objective of the judicial process in its own right, I discuss them in connection to the judicial duty
to state reasons. Nevertheless, a comprehensive analysis of these goals is beyond the extent of this
paper. For the purpose of this discussion, I will briefly introduce and conceptualise them to estab-
lish the necessary theoretical foundation for the subsequent impact assessment. Please note that the
normative goals can show some overlap.

The first underlying normative goal of the duty to state reasons is legitimacy of judicial decision-
making. Public justifications are considered as a prerequisite for legitimacy, since reasons reinforce
public trust and allow the general public to perceive the judiciary as worthy of their institutional role
as well as being appropriate, proper and just (Cohen, 2010; Forst, 2013; Hendrickx, 2024). While
judges are often not elected, they nonetheless exert authority over individuals, society and other gov-
ernmental branches. Providing reasons legitimises their role vis-à-vis other branches of government
and shows that their decisions are grounded in law rather than personal preferences, thereby foster-
ing normative legitimacy and public trust (Katz & Zamir, 2024; Merill, 1993). In addition, providing
reasons allows judges’ reasoning to be subject to scrutiny (Cohen, 2011), and thus operate as a stan-
dard for identifying legitimate exercises of judicial power. Legitimacy, in turn, ensures acceptance
and tolerance of outcomes, and is crucial to make parties and society respect and execute judicial
decisions. It can also foster social trust in courts and public confidence in the judicial system, and
facilitate acceptance of (controversial) court decisions (Chronowski, 2021; Mentovich, 2023; Tyler,
2006; Ulenaers, 2020).

Second, reason-giving enhances transparency of judicial decision-making. Transparency can be
understood in differentways depending on its context, and is often linked to concepts such as explain-
ability, fairness, interpretability and human oversight. In this paper, transparency is specifically
connected to judges’ reasoning.Most straightforwardly and from an epistemological perspective, rea-
sons illuminate not only the final outcome of the decision but also the process that led to it, thereby
making the judicial process more understandable to both parties and the general public (Bentham,
1790; Postema, 2014). This is particularly important given that judicial decisions can have impli-
cations beyond individuals and affect the broader society. Being transparent about the reasons for
a decision can act as a tool against opacity, facilitate explainability and procedural justice and fair-
ness, and allow for judicial review, evaluation, audit and vetting (Beckman et al., 2024; Shapiro, 1992;
Simmons, 2018). It also contributes to legal certainty (Hazelhorst, 2017) and facilitates the right to
appeal for litigants (Dreyer, 2021).

Lastly, this transparency goal, in turn, supports the third normative goal of accountability vis-à-
vis judges. Stating reasons puts a hold against the arbitrary exercise of judges’ discretionary powers.
By making judgments public, it encourages judges to act more fair, consistent and impartial. Public
scrutiny serves as an incentive for judges to engage in more rigorous reasoning and deliberative
thinking, and in turn less intuitive decision-making. This contributes to better quality reasoning, and
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demonstrates respect for litigants (Cohen, 2011; Katz&Zamir, 2024). Accountability also strengthens
public confidence in the judiciary and reinforces acceptance of both the process and outcome of
the decision-making process (France, 2019). Ultimately, it maximises responsibility (Bentham, 1790;
Cohen, 2010, 2015; Postema, 2014; Richardson, 2003; Staszewki, 2009).

2.3 Impact of algorithmic and AI systems on the judicial duty to state reasons and its
underlying normative goals

Given the important functions the judicial duty to state reasons fulfils and its underlying norma-
tive goals, the continued reliance on algorithmic and AI systems within the judiciary has raised
concerns about their impact on this duty and its goals (Albright, 2023; Araujo, 2020; Beckman
et al., 2024; Chronowski, 2021; Barry, 2024; Hendrickx, 2024). This section provides an overview
of key findings on how these technologies may undermine the duty to state reasons and its underly-
ing normative goals.2 Importantly, the extent of the impact largely depends on the concrete ways
judges engage with the AI systems. When judges simply replicate the system’s output – such as
risk scores, average sentences or predictions – without critical analysis or independent judgement,
the adverse effects on the duty and its goals will be more pronounced. In contrast, when judges
thoughtfully reflect on the system’s output and write the judgement themselves, the adverse effects
will be less significant. Moreover, the nature of the duty itself influences how AI affects judicial
reasoning: a substantive duty may be more profoundly impacted by the reliance on AI than a for-
mal duty, as the former requires stronger reasoning that the use of AI could potentially dilute
(Hendrickx, 2024).

Before outlining potential adverse impact, it is important to note the distinction between algo-
rithmic and AI systems assisting judges from systems completely replacing judges. The former can
be indicated as ‘judicial decision-support systems’ (JDSS) and refers to systems that support judges
in their decision-making while formally leaving the final judgement in the hands of the judge. This
contrasts with automated decision-making systems, which operate autonomously without human
participation. As the latter are not yet fully developed or lack sufficient accuracy, this analysis focuses
on JDSS. Moreover, if reliance on JDSS shows to have a negative impact on the judicial duty to state
reasons and its normative goals, similar issues are even more likely to arise in case of automated
decision-making systems.

Several factors can erode the underlying normative goals of the judicial duty to state reasons.
Although this issue merits its own research in itself, the following section illustrates how each of
the normative goals can be negatively impacted by drawing on case studies of algorithmic and AI
systems currently being deployed within the judiciary. These examples are not exhaustive but rather
try to highlight key challenges.

First of all, the underlying normative goal of legitimacy of the duty can be adversely impacted
when judges rely on JDSS. Legitimacy of judicial decision-making concerns the question whether
the public perceives the judiciary as worthy of their institutional role as well as being appropriate,
proper and just. Providing clear reasons for judicial decisions helps courts maintain this legitimacy.
However, reliance on algorithmic and AI systems can compromise the goal in multiple ways. For
example, when judges rely on risk assessment tools or systems calculating average sentences, they are
relying on outputs that are generated based on large datasets that often lack diversity and represen-
tative data. If judges based their decision on such ‘tainted’ data, it leads to judgements and reasoning
that can undermine both the fairness and reliability of judicial decisions, and erode public trust in
the judiciary’s legitimacy (Hendrickx, 2024).

2While research also indicates that algorithmic and AI systems can have a positive impact on the duty and its underlying
normative goals, this paper focuses on highlighting their potential adverse impact.
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Legitimacy may also be compromised by the involvement of private companies in the design,
development and deployment of these systems. Many algorithmic and AI systems used in the
judiciary are developed by large technology companies,3 whose products often reflect values and ide-
ologies of their developers (Buyl, 2024). These embedded values and biases may subtly shape the sys-
tem’s output, which, in turn, influence the decisionsmade by judgeswho rely on these output.This can
undermine the judiciary’s duty to provide transparent and justifiable decisions, and affect the legiti-
macy of judicial decision-making as a normative goal underlying the judicial duty to state reasons.

Transparency, the second underlying goal of the judicial decision-making process, may also be
challenged by the judiciary’s use of AI. Many algorithmic and AI systems are characterised by their
‘black box’ nature, making it difficult or even impossible to fully understand their internal workings
(Dymitruk, 2019). Empirical research has shown that algorithms are unable to accurately perform the
complex legal reasoning required in judicial decision-making and cannot provide legally meaningful
explanations for their output (Kolkman et al., 2024). This lack of transparency directly undermines
the judicial duty to state reasons, as judges may not be able to understand AI’s conclusions or sug-
gestions, which they may integrate in their decisions. The opacity limits litigants and the general
public to understand the reasoning behind a decision and thereby hinders litigants’ right to appeal.
Consequently, the lack of transparency risks impairing both the reasoning process and the duty to
state reasons, as judges cannot adequately explain and justify their reliance onAI systems’ output.The
inability to understand and validate the systems’ decision-making process can both erode confidence
in the reliability of the judicial decision and infringe on the transparency goal.

The third underlying goal of the judicial duty to state reasons, accountability, can also be nega-
tively impacted when judges rely on AI systems. For instance, if judges use generative AI systems to
formulate their reasoning, or similarly, rely on the suggestions for a recidivism risk score or average
sentence recommendation, they may (appear to) delegate parts of their decision-making to systems
that lack democratic pedigree.This delegation can dilute judges’ accountability for both the reasoning
and the outcome of the decision. Furthermore, the opacity of these systems’ inner workings can pre-
vent judges from providing clear reasoning since they do not understand how the system generated
its output, thus hindering individuals to scrutinise judicial reasoning and conduct effective judicial
review (Hendrickx, 2024, 2025; Posner & Saran, 2025).

These examples illustrate how reliance on AI technologies can negatively impact the judicial duty
to state reasons and its underlying normative goals.While other concerns also arise from this reliance,
the purpose of this sectionwas to demonstrate that AI reliance can indeed affect the judicial reasoning
and the dynamic of the duty.

3. How the current legal frameworks (fail to) safeguard the judicial duty to state reasons
and its underlying normative goals

3.1 Introduction
The preceding discussion has demonstrated that the existing procedural rules are insufficient to safe-
guard the normative goals of the duty. While they establish certain minimum ‘criteria’ for the duty,
they offer only limited substantive guidance and remain open-ended. For instance, when judges rely
on AI to formulate legal arguments or assist in drafting judgements, existing procedural rules do not
specify whether such reliance must be disclosed, which parts of the decision are based on the AI tool,
or how the AI system operates.

This sets the stage for the following analysis, namely whether alternative legal frameworks can
impose additional obligations towards judges to articulate their reasoning when relying on AI sys-
tems. I examine two relevant legal instruments at the European level, namely the right to explanation

3For instance, generative AI systems are currently designed by big tech companies, like ChatGPT by OpenAI, Gemini by
Google, Copilot by Microsoft or DeepSeek by High-Flyer.
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under the GDPR and the AI Act. Although neither instruments are specifically designed to regulate
the duty, they may nonetheless offer useful insights or partial safeguards in this context.

3.2 Right to explanation under the GDPR
The right to explanation under the GDPR may provide some relevant safeguards for the judicial duty
to state in the context of JDSS when it obliges judges to provide explanations when they rely on AI
systems.

While there is an ongoing debate regarding the existence, scope and precise nature of the right to
explanation under the GDPR (in favour: Metikos & Ausloos, 2025; Metikos, 2024a; Almada, 2025;
Malgieri &Comandé, 2017 – contra:Wachter,Mittelstadt&Floridi, 2017), it is generally assumed that
such a right can be inferred. Specifically, the right to explanation can be deduced from Article 22(3),
read together with Recital 71 and Articles 13, 14 and 15 GDPR. Without engaging in this broader
debate, and assuming the right exists, let me briefly explain the right’s main characteristics. The right
to explanation requires data controllers to provide individuals with meaningful information about
the logic involved in automated decisions, as well as the significance and envisaged consequences
of such processing for the data subject that significantly affect them (Juliussen, 2025; Metikos &
Ausloos, 2025). The right to explanation is rooted in transparency and accountability, and aims to
ensure that individuals receive clear and understandable explanations about how their data is pro-
cessed and can have meaningful control over their data, especially in automated decision-making.
The right also allows individuals to assess the fairness and accuracy of data processing, detect biases,
understand how decisions are made, get insights into the systems’ logic, and thereby fostering trust
and confidence. At first glance, the right could indeed impose additional reasoning obligation towards
judges when they rely on AI systems in their decision-making process. When judges, for instance,
take notes during court hearing, draft and publish judgements concerning private individuals while
using AI systems in the process, they are engaging in personal data processing under the scope of
the GDPR. This would imply that data subjects have a right to request information about the inner
workings and logic of the AI system used in judicial decision-making. The required explanations can
enhance the three normative goals. For instance, it enhances transparency of the decision-making
process, by detecting and preventing the use of opaque and potentially biased algorithms. Providing
more reasons prompts judges to critically assess the AI systems and their reliance on these systems,
thereby enhancing judges’ accountability. And in general, more reasoning can enhance legitimacy of
judicial-decision making.

Nevertheless, the many limitations and unclarities of the right to explanation restrict the effec-
tiveness of this right to impose additional reasoning obligations towards judges. Fundamentally, the
GDPR is a data protection framework that aims to enhance transparency and accountability in the
processing of personal data, for instance, to allow data subjects to assess whether the processing of
their personal data was fair and to understand the logic involved in automated decision-making –
without so much relevance to judicial reasoning. The most important limitation lies in the scope of
the right to explanation. Under Article 22(1) GDPR, the right applies only to decisions that are solely
based on automated processing and that produce legal or similarly significant effects on individuals
(ECJ 7 December 2023; Metikos & Ausloos, 2025). While judicial decisions undoubtedly affect indi-
viduals, they do not meet the criterion of solely automated. It is rather the opposite in the context of
JDSS: judges remain involved in the final decision-making process. The European Data Protection
Board (EDPB) has clarified though that not any human intervention suffices: it should be meaning-
ful rather than a mere formality. A human overseer must have both the authority and competence to
change the decision (EDPB, 2017). Relevant factors include the amount of time available to oversee a
task, the qualifications of the overseer, their liability, the support received to exercise the oversight, the
agency of the overseer, the access to information, and the AI’s system adaptability to human inter-
vention (Wagner, 2019). Given these context-dependent considerations, it will thus depend on the
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concrete circumstances and the extent a judge de facto relies on JDSS recommendations to determine
whether judicial reliance on JDSS would fall outside the scope of this right.4 As mentioned, in princi-
ple, since it concerns JDSS, judges’ intervention is not limited to a mere formality. However, research
suggests that AI-based recommendations might become binding in practice when people, includ-
ing judges, rarely deviated from them, especially if the recommendations align with their preexisting
views (Harbarth et al., 2024). In such cases, one could argue that judicial decisions are solely based
on automated processing.

In case the right to explanation under the GDPR would be effectively triggered, judges would
be required to provide explanations. Nevertheless, the scope of the right is rather vague: What is a
meaningful or useful explanation? The GDPR itself does not specify how such meaningful explana-
tions should take shape. However, in a recent case, the ECJ provided some guidance (ECJ 27 February
2025). The Court affirmed that data subjects have the right to receive sufficiently clear explanations
of any automated decision that affects them, including details on how their data is processed. These
explanations must be comprehensible to laypersons, which implies that a mere communication of an
algorithm’s technical elements is neither concise nor intelligible enough. They should allow individ-
uals to verify and contest the outcome. Controllers must outline which personal data was used in the
assessment, how the logic of the system weighs that data, and whether modifying certain variables
could lead to different conclusions.

The new clarifications helps indeed interpreting of what meaningful explanations constitute. They
indicate thatmerely disclosing the algorithm is insufficient andmust be supplementedwith additional
information so that individuals can understand and contest the automated decisions. Nevertheless,
several unclarities remain. For instance, while explanations must allow individuals to contest a deci-
sion, what kind of explanations would allow to achieve this? What form should these explanations
take, given that individuals have different levels of expertise and interests? And what kind of tech-
nical details should be provided beyond the mere disclosure of the algorithm? Should explanations
focus on the system’s overall functionality, including its general logic, significance, and envisaged
consequences of automated systems, such as model structures and decision criteria? Or should they
be more decision-specific, such as the weighting of features, case-specific decision rules or informa-
tion about references or profile groups? In addition, should explanations be provided ex ante or ex
post? The latter distinction refers to the common temporary distinction made between ex ante expla-
nations, which focus on system functionality before decisions are made, and ex post explanations,
which can encompass both system functionality and case-specific explanations after a decision has
been rendered.

Recital 71 of the GDPR suggests that ex post explanations of specific decisions should be provided,
as it mentions suitable safeguards must be taken in case of automated decision-making and include
‘specific information to the data subject and the right to obtain human intervention, to express his or her
point of view, to obtain an explanation of the decision reached after such assessment and to challenge
the decision’ (own emphasis). However, as recitals are not legally binding, they do not establish any
legitimate expectation or enforceable right. Over the years, scholars have tried to interpret this fur-
ther. It is argued that basic information about the system’s logic should be provided. The explanations
can be descriptive, but should allow data subjects to verify the lawfulness of processing. Although
technical explanations should be provided, its specific nature depends on the context. It should go
beyond stating that the process applies AI but should not detail the different vectors or include math-
ematical formulas. It should not entail full transparency regarding the underlying system, but rather
a description of the underlying system and it the functioning (Almada, 2025; Metikos & Ausloos,
2025; Wachter et al., 2017).

4Also note that Article 22(2) limits the scope of the right of explanations. Explanations are not required if one of three
conditions is met, namely (a) if the decision is necessary for entering into, or performance of, a contract, (b) if the decision is
authorised, or (c) if the decision is based on the data subject’s explicit consent.
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In conclusion, the right to explanation under the GDPR provides individuals the right to under-
stand the logic, significance, and consequences of automated decisions that significantly affect them.
It can indirectly support the normative goals of duty in the age of automation as it obliges judges to
provide more reasons regarding the systems they relied upon. Nevertheless, its effectiveness in the
judicial context remains limited. The GDPR is primarily a data protection framework. The key aim
of the right is to ensure that data subjects understand how their personal data is used in automated
decision-making. In addition, the right has a limited scope as it applies only to decisions that are
solely based on automated processing, which rarely is the case in the context of JDSS. Even when
the right is triggered, its focus is on providing insights into the logic of the AI system itself, and not
about explaining how judges specifically used the system or how these recommendations influenced
their reasoning. In addition, the right to explanation is only open to data subjects directly affected by
the decision, excluding the general public. Given that judicial decision not only affect individuals but
often have broader societal implications, this limits the right’s potential to enhance the judicial duty
to state reasons and its normative goals.

3.3 Right to explanation under the AI Act
Besides the GDPR, the recently adopted European AI Act may provide safeguards for the norma-
tive goals underlying the judicial duty to state reasons by imposing a right to explanation. Again,
although the regulation is not specifically designed to govern this duty, it introduces provisions on
transparency and the disclosure of the logic behind AI systems that could oblige judges to provide
additional reasoning when they rely on AI systems.

The AI Act adopts a risk-based approach, meaning that the obligations imposed on AI systems
vary depending on the level of risk they pose to individuals’ health, safety and fundamental rights.
Accordingly, the AI Act sets out different transparency obligations for different types of AI systems.
Two provisions are particularly relevant to this context.

First, Article 86(1) AI Act introduces a right to explanation of individual decision-making in the
context of high-risk AI systems. Specifically, affected individuals subject to a decision made by a
deployer5 on the basis of the output from a high-risk AI systems listed in Annex III that produces
legal effects or similarly adversely affects their health, safety or fundamental rights, have a right to
obtain clear andmeaningful explanations.The explanationsmust cover both the role of the AI system
in the decision-making process and the main elements of the decision. It closely resembles the right
to explanation under the GDPR. However, Article 86(2) AI Act clarifies that this right applies only
to the extent no other European or national law already grants a similar right. Hence, when data
subjects already have a right to receive meaningful information under the GDPR, Article 86 AI Act
does not apply. Rather than changing existing rights under the GDPR, the AI Act adds an additional
right that individuals can invoke independently (Juliussen, 2025). Individuals involved in judicial
proceedings where judges rely on JDSS can invoke this right if they can demonstrate that their health,
safety or fundamental rights – such as the right to a fair trial – are at risk. According to Article 3(4)
and Recital 13, judges can indeed be considered deployers when they use an AI system under their
authority.6 By providing affected individuals the right to clear and meaningful explanations on the
role of the AI system in the decision-making process andmain element of the decision, the normative
goals of the judicial duty to state reasons can be enhanced similarly as explained under the previous
sub-section.

Second, Article 50 AI Act introduces transparency requirements for different types of AI systems.
Paragraph 4, subparagraph 2, is particularly relevant for this research, and specifically for the use case

5Indeed, affected individuals can only ask explanations from the deployer of the AI system and not, for instance, from the
provider.

6Given financial and expertise constraints courts often face, it is indeed more feasible to consider courts or judicial agencies
as deployers and not providers (the latter referring to the persons developing the AI systems).
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of judges relying on generative AI systems to draft their judgements. It requires deployers – in this
case, judges – to disclose that content has been artificially generated or manipulated when the text is
published with the purpose of informing the public onmatters of public interests. If judicial decisions
are considered matters of public interest, for instance, because they inform how law is interpreted
(Gils, 2024), then this provision could impose an obligation on judges to disclose their reliance on
generative AI in drafting their judgements.

While these two transparency rights in the AI Act may require judges to provide additional rea-
soning when relying on AI systems in their decision-making, thereby reinforcing the underlying
normative goals of the judicial duty to state reasons, their practical impact remains uncertain due
to their limitations.

As for the right to explanation of individual decision-making enshrined in Article 86(1) AI Act,
individuals can only request explanations from the deployer – in this case the judge – when the deci-
sion – in this case, the judgement – is based on the output from a high-risk AI system asmentioned in
Annex III. This presupposes that the AI system in question qualifies as a high-risk AI systems under
the AI Act. At first glance, this seems to be the case: Annex III, point 8(a) classifies AI systems used
in the administration of justice as high-risk, specifically those intended to be used by the judiciary
to assist them in researching and interpreting facts and the law and in applying the law to a concrete
set of facts. Recital 61 clarifies that this should not extend to AI systems for purely ancillary admin-
istrative activities that do not affect the actual administration of justice in individual cases, such as
anonymisation or pseudonymisation of judgements, documents or data, communication between
judicial personnel, or other administrative tasks. This is to ensure that only the AI systems posing
an adverse impact on democracy, rule of law and fundamental rights are subject to legal obligations
(JuLIA, 2024). However, while judicial decisions based on outputs fromhigh-risk AI systems can thus
trigger the right to explanation, research has shown that the scope of point 8(a) is not only vague but
also narrow. Are the criteria in Point 8(a) cumulative, requiring that the AI systems assist in both
researching and interpretating facts and the law and in applying the law to the facts? What is meant
by ‘researching facts’: how broad should this be understood?Andwhat about AI systems that aremar-
keted to both the judiciary and practitioners and its intended use is not limited to the judiciary?While
certain AI system clearly fall under the scope, such as systems assisting in drafting judgements, for
many others is remains unclear, such as precedent analysis tools, smart retrieval databases, or auto-
mated case allocation systems (Schwemer, Tomada&Pasini, 2021).These unclarities can significantly
hinder the applicability of the right to explanation. The right is further restricted by the discretion
of providers under Article 6(3) AI Act. Providers can unilaterally decide that their AI system does
not qualify as high-risk AI systems if they argue that the system does not pose a significant risk the
health, safety or fundamental rights. This discretion provides considerable leeway to circumvent the
scope of high-risk AI systems (Metikos, 2024b; Metikos & Ausloos, 2025). If a system is consequently
not considered as high-risk AI system, no specific obligations arise when judges rely on it. Lastly,
as briefly mentioned, if data subjects already have a right to receive meaningful information about
the logic of the AI system under the GDPR, Article 86 AI Act does not apply, further limiting its
scope.

Similarly, Article 50(4), subparagraph 2, contains exceptions that restrict the requirement for
deployers to disclose that a text was artificially generated. The exceptions apply either when the
use is authorised by law to detect, prevent, investigate or prosecute criminal offences, or when the
AI-generated content has undergone a process of human review or editorial control and where a
natural or legal person holds editorial responsibility for the publication of the content. The latter
exception might indeed be triggered in this context. When judges rely on generative AI to formu-
late their judgements, they should – as required by the definition of JDSS – have the final authority
over judicial decisions. It can therefore be argued that the AI-generated content has undergone
human review or editorial control. Nevertheless, the precise scope of such review is unclear: Does
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a minimal spelling and grammar check suffice, or must the review encompass accuracy or coher-
ence checks (Gils, 2024)? A case-by-case evaluation will likely be needed to determine whether this
criterion is truly met. Besides such human review or editorial control, the exception requires a nat-
ural or legal person to hold editorial responsibility for the publication of the content. This refers
to a person clearly designated as a point of contact in case of questions, which would likely fall to
the courts issuing the judgements. Since the two conditions of the exception are likely met when
judges rely on generative AI, the disclosure obligation in Article 50(4), subparagraph 2, will not be
applicable.

In case the right to explanation under Article 86(1) AI Act would be effectively triggered, the next
question is what kind of explanations must be provided to the affected individuals. Although the
provision appears relatively straightforward at first glance, its practical application is vague. Article
86(1) specifies that deployers must provide clear and meaningful explanations regarding the role
of the AI system in the decision-making procedure and the main elements of the decision taken.
According to Recital 171, these explanations must be clear and meaningful and allow the affected
persons to exercise their rights. Consequently, it seems that both pragmatic explanations – clarifying
the AI system’s role in the decision-making process – andmore technical explanations concerning the
system’s main elements should be provided. In theory, this could enhance the normative goals of the
judicial duty to state reasons. However, does this obligation require deployers to explain the specific
role the AI system’s output played in the decision, or does it extend to the logic of the system itself?
Some scholars argue that deployers should not only provide explanations on the role of the AI output
in the decision-making process but also include information about the system’s data, algorithm type,
and other technical aspects (Juliussen, 2025). It most likely does not require mathematical formula.
Though it is unclear whether deployers should provide details about the system’s main parameters.
If so, would such technical explanations be meaningful to affected individuals, and who would be
responsible to verify their correctness (De Mulder & Valcke, 2021)?

In case Article 50(4), subparagraph 2, is applicable, the question arises as to what the disclosure
obligation entails. Article 50(5) specifies that that information should be delivered in a clear and dis-
tinguishable manner before the first exposure. According to Gils, this requires a case-by-case analysis
to ensure that explanations are both understandable by the target audience and distinct from the
wider context in which the AI content is used. However, the provision remains vague regarding the
level of detail required, leaving uncertainty about the appropriate amount of information necessary
to fulfil the disclosure obligation (Gils, 2024). More general, the scope of the disclosure obligation,
which applies when content is artificially generated, is ambiguous. It is unclear whether the obliga-
tion applies when only a small part of the judgment is artificially generated, or whether the entire
judgement should be generated by AI.

In conclusion, the right to explanation under the AI Act grants individuals a right to obtain expla-
nations regarding the role of the AI system in the decision-making process and the main elements of
the system. In doing so, it has the potential to enhance the normative goals of the duty. Nevertheless,
its scope is limited: it applies only to high-riskAI systems,meaning that judges are not always required
to provide additional explanations regarding the AI systems they use. Even when the right applies,
ambiguity remains regarding the precise content of the required explanations. Similar as to theGDPR,
it should be noted that the right to explanation under the AI Act is only available to individuals
adversely affected by the decision, excluding the general public from requesting any information.
Given that judicial decision not only affect individual but society alike, this restriction limits the
right’s usefulness in strengthening the judicial duty to state reasons and its normative goals. As for
Article 50(4), subparagraph 2, its scope of application is limited as well. It applies only when judges
rely on AI-generated text – a specific and narrow use case – and even when triggered, the precise
requirements for disclosure remain vague. As a result, while transparency obligations in the AI Act
may contribute to the normative goals underlying the duty to state reasons, their utility is inherently
limited due to the scope and ambiguities of these provisions.
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4. Rethinking the judicial duty to state reasons in the age of automation
4.1 Introduction
The current legal frameworks – both the procedural rules, and the GDPR and AI Act – do not ade-
quately safeguard the judicial duty to state reasons and its underlying normative goals in the age of
automation. However, given the duty’s fundamental role in ensuring the right to a fair trial, the rule
of law and its important functions, it is crucial to consider how it can remain effective. My proposal
is to assess whether a more robust reason-giving obligation towards judges is required, and whether
the requirements and conditions governing the duty to state reasons should be enhanced. In fact,
I argue to rethink the core of duty, which currently adheres to formalistic and minimal standards.
Instead, I propose to expand the duty and make it more substantive, by requiring judges to provide
both pragmatic and technical reasons when relying on AI systems.

4.2 Judicial candour
Before elaborating on these additional reasoning requirements, it is important to clarify what this
paper does not argue. The proposed heightened duty should not be mistaken for an endorsement
of judicial candour. The proposed approach to require more substantive reasoning vis-à-vis judges
closely relates to the discourse on judicial candour or sincerity. Judicial candour or sincerity, as out-
lined by scholars like Shapiro and Cohen, centres around the idea that judges must disclose their
actual motivations, either through an internalist view (revealing their true motivations), or an exter-
nalist perspective (stating reasons believed to justify the outcome, even if those reasons were not the
considerations that actually motivated them) (Cohen, 2010; Shapiro, 1987). At present, there is no
universal consensus requiring judges to be bound by norms of sincerity. While not arguing for the
disclosure of judges’ sincere or candour reasoning, my argument does build upon the idea that judi-
cial reason-giving should entail more than theminimumprocedural rules that exists today, especially
in case of the formal duty. However, instead of requiring actual motives for decisions, I propose that
judges be required to provide additional explanations specifically addressing the use of AI systems,
the system’s role in the reasoning and decision-making as well as technical aspects of the systems
themselves.

4.3 Pragmatic reasons
Returning to my argument, I propose that a more robust duty to state reasons should first and fore-
most include pragmatic reasons. Pragmatic reasons refer to judges explaining their interaction with
and reliance on AI systems in the decision-making process. There are different ways in which such
reasons could take shape. Emerging guidelines on the use of AI in courts may serve as inspiration.
In recent months, an increasing number of guidelines on the use of AI systems in courts have been
developed at both the national (e.g. Felsky & Eltis, 2024; Courts of New Zealand, 2023; UK Courts
and Tribunals Judiciary, 2023) and international level (e.g. CEPEJ, 2024a; CCJE, 2023; UNESCO,
2024), while others still in development (e.g. Le ministère de la Justice France, 2025; Vanderstichele,
2024). A common feature among these guidelines is the emphasis on the ‘transparent use’ of AI sys-
tems in courts. Although the specific requirements vary, transparent use entails the idea that judges
should inform properly and timely when and how AI systems are used and how these tools work. For
instance, the CEPEJ Information Note recommends judges to be transparent and explicitly indicate
whether generative AI has contributed to content or analysis. The UK Guidelines adopt a narrower
approach by simply requiring judges to disclose the use of generative AI systems. The Canadian
Guidelines, in contrast, emphasise that AI tools must be able to provide understandable explanations
for their decision-making output. However, the UNESCO guidelines set the most concrete standards
for transparency. They require judges to provide meaningful information about when AI tools are
used, how their use may affect individuals involved in judicial proceedings, and whether materials
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are produced based on these tools. In addition, the principle of opportunity to review decision and
contestability adds to that that judges must provide information on how the AI system operates, how
it is trained, the inputs, and the extent to which its outputs have informed the decision. Specifically for
generative AI, judges must disclose its use and indicate which parts are produced by AI, for instance,
through quotation marks or a citation system.

Building on these guidelines, particularly those from UNESCO, I propose that pragmatic rea-
sons should be understood in an extensive manner, including the following requirements under the
judicial duty to state reasons:

• Judges should disclose whether they use algorithmic or AI systems in their decision-making
process.

• Judges should disclose what AI system version they rely on, and specify whether it is proprietary
or open-source.

• Judges should disclose any known limitations, biases or potential errors associated with the AI
system they use.

• Judges should disclose at what stage of the judicial decision-making process they use an AI
system. Kolkman et al. identifies five stages of the process in which AI systems can be used: (i)
the inventory phase, where judges read the case and determine the applicable legislation, (ii)
the selection phase, where judges establish the facts and points of dispute, (iii) the assessment
phase, where judges analyse and assess the dispute, (iv) the decision phase, where judges apply
the legal rules to the case and decide, and (v) the editing phase, where judges motivate their
decision and write the judgement (Kolkman et al., 2024). Judges should, for instance, clarify
whether they use percent analysis software in the inventory phase, risk assessment tools in the
assessment phase, or generative AI systems in the decision or editing phase.

• Judges should explain why they chose to rely on a particular AI tool, whether for efficiency,
complexity, or other reasons.

• Judges should inform how the output produced by the AI system informed the decision-making
process and their reasoning. They should specify whether it merely provided background infor-
mation without being adopted was partially integrated in the reasoning or was fully integrated
(i.e. copied verbatim).

• Judges should clarify whether engaging with the AI system changed their initial legal assess-
ment.

• Judges should indicate whether they took measures to review the output, such as independent
verification, consultation with human colleagues or cross-checking with jurisprudence.

• In case of generative AI, judges should indicate which parts of their reasoning or analysis are
based on the output of AI, for instance, through quotation marks or citations.

• In case of generative AI, judges should disclose the prompts used to interact with the AI system.
• In general, judges should indicatewhether they have received training on the use and limitations

of AI systems in the judiciary to ensure responsible use.

By implementing these pragmatic reasons, the judicial duty to state reasons would evolve into a
more substantive obligation. Requiring judges to provide pragmatic reasons regarding the role AI
systems play in their decision-making process can strengthen the normative goals of this duty. In the
first place, a more robust duty would encourage judges to assess more rigorously the quality and rele-
vance of AI-generated output. It also helpsmitigate automation bias and overreliance onAI, as judges
must engage in more reflective reasoning (Klingbeil, 2024; Kolkman et al., 2024; Miller, 2023). This,
in turn, strengthens accountability, as judges must critically evaluate the AI’s contributions rather
than relying on its output unexamined. In addition, openly describing the role of AI in judicial rea-
soning would allow parties and the general public to scrutinise the decision-making process (Barry,
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2024). Pragmatic reasons also align with research suggesting that thorough explanations are essen-
tial for procedural fairness, a key factor of judicial legitimacy. It shows that individuals care about
the decision-making process as much as the outcome itself (Allan Lind and Tyler, 1988). A detailed
explanation on the role and function of AI in the judicial decision-making process is thus essential
for maintaining trust and legitimacy in the judiciary (Edwards & Veale, 2017; Lim, 2009; Richard &
Johnson, 1995; Westphal, 2023).

4.4 Technical reasons
Second, besides pragmatic reasons, the judicial duty to state reasons should include technical rea-
sons that provide insights into the functioning and inner workings of AI systems used in the judicial
decision-making. The emerging guidelines on the use of AI in courts, such as those from UNESCO,
have indeed indicated that individuals should be able to review and contest AI-assisted decisions,
which necessitates judicial transparency regarding how an AI system operates, how it was trained,
and what inputs were used. This aligns with the broader discourse on XAI. XAI aims to render AI’s
internal workings more explainable and transparent (Abusitta, 2024; Wang & Ming, 2021), focusing
among others on the design of explainable systems, explanations for legal reasoning, rationale discov-
ery, and computational models of arguments (Collenette, 2023; Ross, 2017; Steging et al., 2021). The
XAI discourse has developed alongside the rapid growth of machine learning applications, particu-
larly in response to the black box character of many of these systems. XAI aims to realise a deeper
understanding of how AI systems operate, as it is believed that it would enhance fairness and fos-
ter transparency, allowing both users and the public to scrutinise the systems (Barry, 2024; Speith,
2022). Information on AI systems and its inner workings is increasingly seen as a safeguard against
arbitrary interventions. Consequently, explainability has evolved into a critical requirement inAI sys-
tem design because of the need to justify decisions in ways that are accessible and comprehensible to
both experts and laypersons.

Within the XAI discourse, explanations can be categorised at different levels. At themacro (global)
level, explanations address how a system functions generally, offering global insights.This can also be
referred to as ante-hoc explanations. It can include explanations on the design, training process, and
model architecture. In contrast, at the micro (local) level, explanations provide insights into how the
system arrives at specific outputs in response to specific inputs, often referred to as post-hoc expla-
nations (Juliussen, 2025). They analyse why particular inputs led to specific outputs and may involve
model-agnostic techniques, which apply broadly across different AI models, or model-specific tech-
niques, which provide tailored insights into a particular system. Different approaches exist. On the
one hand, structural approaches can integrate explainability into the system design itself, and make
AI processes inherently interpretable. This could entail avoiding certain techniques in the design and
development of an AI system if it makes external review impossible. On the other hand, artefactual
approach can be used: by providing access to technical artefacts, insights can be given into the system.
Think of source code, technical documentation or model summaries. While artefactual approach
offer flexibility in the sense that different artefacts can be given depending on the stakeholders, its
consistency can vary significantly (Almada, 2025).

To ensure more robust judicial reason-giving, courts should extend their duty to state reasons
beyond merely acknowledging AI reliance and its role in decision-making and also include technical
explanations of the AI system relied upon. XAI techniques can be used to support judges in for-
mulating technically robust explanations and translate complex AI logic into more comprehensible
formats. Different technical explanations can be provided in judicial reasoning. Judges could disclose
general system features, such as its design and intent, metadata on training data, or the performance
metrics underlying the system’s reliability. Alternatively, they could provide global insights into the
model’s mechanisms and structure, case-specific justifications, detailing why particular inputs led to
specific outputs. Or they could also opt for a hybrid approach, combining general model explanations

https://doi.org/10.1017/cfl.2025.11 Published online by Cambridge University Press

https://doi.org/10.1017/cfl.2025.11


16 Victoria Hendrickx

with case-specific explanations (Binns, 2018; Edwards & Veale, 2017). At a minimum, I argue that
global explanations should always be required, supplemented when necessary by local case-specific
reasoning. In line with Almada, I also argue for a pluralistic and socio-technical approach: not only
purely technical explanations are required, but also explanations on key design choices, governance
structure, and the broader organisational context in which the AI system is deployed (Almada, 2025).

The judicial duty to provide technical explanations when relying on AI systems can strengthen
the normative goals of the judicial duty to state reasons. It promotes judicial understanding of
the tools they employ and fosters a greater sense of responsibility and awareness of systems’ lim-
itations. This strengthens accountability, as judges must engage more critically with AI-generated
outputs rather than relying on them unconditionally. Beyond judges themselves, technical expla-
nations can empower litigants and the general public to better grasp and assess the role of AI in
judicial decision-making. Research has indeed indicated that clear explanations can improve individ-
uals’ understanding of AI-generated outcomes, foster public trust and acceptance, and shape positive
attitudes towards automation in legal settings (Binns, 2018; Kizilcec, 2016; Shulner-Tal, 2022).

5. Critical reflections
Whereas the previous section proposed rethinking and strengthening the judicial duty to state rea-
sons by requiring additional reasons, several challenges and drawbacks arise in implementing this
approach effectively – prompting the question whether this approach is feasible and suitable. I outline
some key obstacles.

The first and perhaps biggest hurdle concerns whether it is realistic to expect judges to provide
the level of explanations required under this enhanced duty to state reasons, especially with regard
technical explanations. Even the inclusion of pragmatic reasons may already require some degree
of technical literacy, let alone the expectation that judges explain the inner workings of AI systems.
Judges are usually not trained in technologies. In this regard, Article 4 AI Act introduces a require-
ment for AI literacy. It requires that providers and deployers of AI systems, such as judges, shall take
measures that persons dealing with the systems have a sufficient level of AI literacy. It intends to
equip these people with awareness of the risks and opportunities of AI systems. However, practical
challenges arise in implementing effective AI literacy initiatives. While some training and resources
have started to emerge, ensuring that these efforts are effective remains a complex task. Successful
AI literacy requires that training programmes are targeted and responsive to rapid technological
advancement. It also remains unclear how to ensure that these literacy efforts are genuinely inter-
nalised by participants, which seems to require rigorous oversight and continuous evaluation, as well
as tailored trainings that emphasise the importance of the duty to state reasons in AI-driven deci-
sions. Moreover, Article 4 uses open-ended notions, for instance, what is meant by a ‘sufficient level’
of literacy? More importantly, even with AI literacy initiatives, judges will likely never possess the
depth of technical knowledge required to explain complex AI models fully. This raises the concern
whether requiring pragmatic and technical reasons from judges is truly realistic.

Even if judges were cable of providing pragmatic and even technical explanations, the question
arises whether XAI methods are going to be effective. There are certain challenges with XAI, such
as technical shortcomings regarding their robustness, the inability of their explanation to remain
consistent and accurate across a range of inputs, and the fact that XAI explanations remain proxies,
rather than precise representations of the actual decision-making process (Panigutti, 2023). Hence,
given the limitations of XAI, an alternative approach could be to prioritise reviewability rather than
explanations alone. Cobbe et al. argue indeed that opacity in algorithmic systems limits meaning-
ful explanations, either due to illiterate opacity, where the system’s technical complexity renders it
inaccessible to most users, or intrinsic opacity, where the mathematical nature of machine learning
is even difficult for experts to interpret. Therefore, they propose to focus on reviewability of the auto-
mated decision-making process, referring to a comprehensive record-keepingmechanism that tracks

https://doi.org/10.1017/cfl.2025.11 Published online by Cambridge University Press

https://doi.org/10.1017/cfl.2025.11


Cambridge Forum on AI: Law and Governance 17

both technical and organisational details necessary for meaningful review. They argue that most peo-
ple are not concerned about machine learning’s inner-workings, but rather with broader aspects of
automated decision-making process, such as its purpose, roles and outcomes, from commission to
design, deployment, use and consequences of the process (Cobbe, 2021). This ties in with the ques-
tion of whether we should prioritise explaining algorithms or, instead, the entire decision-making
process, including explanations how systems are designed and developed and who is involved (De
Bruijn, 2022).

Another consideration iswhether different levels of reasoning are required depending on the phase
in which an AI system is used in judicial decision-making. At each stage – from design to develop-
ment and actual decision-making – different reasoning may be relevant. Therefore, a straightforward
answer to the question what characterises an effective AI-explanation lacks. In addition, meaningful
explanations can also depend on the audience (Brughmans et al., 2024). For explanations to be use-
ful, they must be comprehensible and appropriate to the audience, as they are social and contextual.
However, individuals’ responses to explanation styles can vary, with some preferring technical preci-
sionwhile others favour simplified explanations.Thismean that different audiences – judges, lawyers,
parties or general public – might need different explanations. This raises the question whether we
need tailored, audience-sensitive explanations – particularly since AI explanations, whether global
or case-specific, are inherently complex (Dodge, 2019). Hence, for explanations to serve judicial fair-
ness, it seems they must strike a balance, being neither too simplified to be meaningless nor too
technical to be inaccessible. However, if tailored, the reasoning process becomes even more complex.
Related, one may also question whether the enhanced duty to state reasons should be required for
every instance of judicial reliance onAI systems, regardless of the type of technology used, or whether
a distinction should be made based on the specific AI system involved. The latter seems likely, but
warrants more research.

Requiring technical explanations also touches upon the broader debate over transparency of the
source code and whether big tech companies should be obligated to open their software to judicial or
public review (Edwards & Veale, 2017). Some have argued that the release of the source code to the
public is necessary so that the public knows how the systems work (Berry, 2006).

A specific concern regarding pragmatic reasons is whether judges are under an obligation to pro-
vide counterfactual explanations if they have to disclose the extent to which an AI system influenced
their decision and whether their judgement would have been different had they not used AI (Yacoby,
2022). Besides being difficult to provide, counterfactual explanationsmay not be effective in fostering
critical thinking. In the context of AI-assisted decision-making, counterfactual decision do not sig-
nificantly alter people’s choices, so they may not actually help judges critically assess the AI’s impact
on their reasoning. If not useful, then imposing them as part of the judicial duty to state reasons may
add an unnecessary complexity without achieving the intended benefits.

A more general drawback concerns the ‘transparency paradox’ and the phenomenon of infor-
mation overload. While more reasoning and information is often assumed to enhance transparency,
there is evidence that overwhelming details can decrease clarity and accessibility, especially for layper-
sons (Greenstein, 2022). The judiciary thus faces a challenge in ensuring that additional (and often
technical) explanations do not obscure the decision-making process. For example, if judges provide
extensive technical details, these could inadvertently lead to more opacity where irrelevant or overly
complex information distracts from the core reasoning. Studies confirm that, under information
overload, people may disregard crucial details, confuse relevant with irrelevant information, or even
stop processing entirely (Edwards & Veale, 2017; Kizilcec, 2016; Stohl, 2016). It can indeed be asked
whether longer, e.g. 80-page versus 20-page, judgements are necessarily better. Does the length really
make a difference in the degree of acceptance and perceived legitimacy? It seems that as long as there
is an answer to the crucial questions, more elaborate reasoning might not be imperative.

While it has been argued that explanations can help mitigate the risk of overreliance on AI or
reduce automation bias, it has also been shown that this effect may not be the case. For simple tasks,
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explanations have little impact on overreliance, as individuals may rely on their own judgement.
Conversely, with complex tasks – such as court decisions, explanations can be difficult to interpret,
leading users to follow the AI’s suggestions. For instance, one study found that when participants
were asked to assess an AI-generated summary for reading comprehension, they opted to trust the
AI rather than engage with the explanations. This tendency may also emerge in the judicial context,
where the mental efforts required to interpret AI explanations may lead judges to accept AI outputs
without deeper scrutiny (Miller, 2023).

Another notable challenge is that requiring more robust reasoning may impose constraints on
judicial flexibility. Frederick Schauer argues that when the judiciary is tasked with documenting
every rationale thoroughly, it may restrict the judge’s flexibility in decision-making, especially in cases
where the opaque black box nature of AI precludes transparent explanations (Schauer, 1995). Judicial
flexibility is especially crucial as the interpretation of law through case law evolves over time to reflect
changes in society. A rigid requirement for exhaustive reasoning could impede this and lead to a sit-
uation where law is disconnected from social realities and the judiciary as being perceived outdated
or out of touch (Gomez, 2015).

Moreover, requiringmore reasons may also imply an undesirable accountability shift from private
companies or other entities responsible for these systems to judges. Rather than these entities being
held accountable for their systems and decisions, judges would be expected to justify the use of a
particular system, their interaction with it, and potentially even its functioning.

A more robust reasoning requirement also risks transforming inadequate reasoning into grounds
for appeal, a trend observed in Brazil and Mexico, where the substantive duty to state reasons has
led to frequent appeals based on disagreement with reasoning alone (Ho, 2000). Historically, con-
cerns about overly rigid reason-giving requirements date back to the 19th century, where US Lord
Mansfield famously advised against giving reasons for every judgment, because ‘for your judgement
will probably be right, but the reasons will certainly be wrong ’ (Campbell, 1973). He warns for the
risk that overly strict reasoning requirements may affect the soundness and perceived correctness of
judicial decisions.

A practical but one of the most important downsides is the added workload for judges (Gutiérrez,
2024a). Insisting on rigorous and thorough examination of any content generated by these systems
defeats the exact purpose of time-efficiency arguments in favour of AI systems.

Finally, even if we were to agree that a more robust duty to state reasons is desirable, practical
questions arise on how to best integrate such duty into the judicial practice, as well as constitutional
considerations that may arise when adapting existing frameworks.

6. Way forward: to rethink the duty or not?
This research demonstrates that the judicial duty to state reasons acts both as a principle under
pressure and a potential solution to the challenge posed by AI in the judiciary.

The question mark behind the paper’s title ‘Rethinking the judicial duty to state reasons in the
age of automation?’ is indeed intentional. Whereas rethinking the judicial duty to state reasons in
the sense of requiring additional pragmatic and technical reasons from judges may seem to bring
benefits, this approach comes with several challenges, prompting questions about whether requiring
additional explanations is truly the way forward. At its core, the debate resolves around what we can
reasonably expect from judicial reasoning in an era where decisions are increasingly informed by AI
systems.

While it is clear that the judicial duty to state reasons must be safeguarded and even strengthened
in the age of automation, this research has raised – but not definitely answered – questions about
the most effective approach to do so. There remains a need to further explore the type of reasoning
that can best support the judicial duty to state reasons’ normative goals, and whether more robust
explanations are in fact the best way forward.
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