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The Schur-Agler class in infinitely many
variables
Greg Knese

Abstract. We define the Schur-Agler class in infinite variables to consist of functions whose restric-
tions to finite dimensional polydisks belong to the Schur-Agler class. We show that a natural general-
ization of an Agler decomposition holds and the functions possess transfer function realizations that
allow us to extend the functions to the unit ball of ℓ∞. We also give a Pick interpolation type theorem
which displays a subtle differencewith finitelymany variables. Finally, wemake a brief connection to
Dirichlet series derived from the Schur-Agler class in infinite variables via the Bohr correspondence.

1 Introduction

This article is about establishing basic properties of the Schur-Agler class in infinitely
many variables. To back up a bit, the Schur class in 𝑁 variables, S𝑁 , will refer to the set
of analytic functions 𝑓 : D𝑁 → D whereD𝑁 is the 𝑁 dimensional unit polydisk

D𝑁 = {𝑧 = (𝑧1, . . . , 𝑧𝑁 ) ∈ C𝑁 : ∀ 𝑗 , |𝑧 𝑗 | < 1}.

The Schur class, S∞, in infinitely many variables will refer to holomorphic functions
(meaning complex Fréchet differentiable) on 𝐵𝑎𝑙𝑙 (ℓ∞) that are bounded by one in
supremum norm. (We review standard notations in Section 2.)

A remarkable result, attributed toHilbert, is that if we are given Schur class functions
𝑓𝑁 ∈ S𝑁 for each 𝑁 , and if for 𝑁 > 𝑀 we have

𝑓𝑁 (𝑧1, . . . , 𝑧𝑀 , 0, . . . , 0) ≡ 𝑓𝑀 (𝑧1, . . . , 𝑧𝑀 ),

then there exists a holomorphic function 𝑓 : 𝐵𝑎𝑙𝑙 (𝑐0) → D such that
𝑓 (𝑧1, . . . , 𝑧𝑁 , 0, . . . ) = 𝑓𝑁 (𝑧1, . . . , 𝑧𝑁 ) and such that 𝑓 is continuous in the norm
topology on 𝐵𝑎𝑙𝑙 (𝑐0). See [15], Theorem 2.21 for details.

Even more, 𝑓 has a homogeneous expansion

𝑓 (𝑧) =
∞∑︁

𝑚=0
𝑃𝑚 (𝑧)

where each 𝑃𝑚 is an 𝑚-homogeneous form on 𝑐0 (see [15], Proposition 2.28). Davie-
Gamelin [13] proved that 𝑓 and its homogeneous expansion extends further to
𝐵𝑎𝑙𝑙 (ℓ∞). This extension (called the Aron-Berner extension) is somewhat elaborate as
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2 G. Knese

it requires passing to the symmetric𝑚-multilinear form associated to each 𝑃𝑚, extend-
ing to ℓ∞ and then proving that the extended homogeneous expansion converges in
𝐵𝑎𝑙𝑙 (ℓ∞).

Remark 1.1 An important subtlety in all of this theory is that, although we can form
a Taylor series

∑
𝛼 𝑓𝛼𝑧

𝛼 associated to 𝑓 that converges absolutely to 𝑓 on the Hilbert
multidisk D∞

2 = 𝐵𝑎𝑙𝑙 (ℓ∞) ∩ ℓ2, in general there will be points in 𝐵𝑎𝑙𝑙 (𝑐0) where the
Taylor series does not converge absolutely. See [15], Proposition 4.6 and Theorem 10.1.

Remark 1.2 An important motivation in recent decades for the study ofS∞ is through
its application to Dirichlet series. In particular, the space 𝐻∞ (𝐵𝑎𝑙𝑙 (𝑐0)) of bounded
holomorphic functions on 𝐵𝑎𝑙𝑙 (𝑐0) is isometrically isomorphic to the space ℋ∞ of
Dirchlet series that converge and are bounded on the right half plane {𝑧 ∈ C : ℜ𝑧 > 0}.
The isomorphism, called the the Bohr correspondence, is given by

𝐹 ∈ 𝐻∞ (𝐵𝑎𝑙𝑙 (𝑐0)) ↦→ 𝑓 (𝑠) = 𝐹 (𝑝−𝑠1 , 𝑝−𝑠2 , . . . ) ∈ ℋ
∞

where 𝑝1 = 2, 𝑝2 = 3, . . . are the prime numbers. The norm in both cases refers to
the supremum norm. The spaceℋ∞ and its isomorphism with 𝐻∞ (𝐵𝑎𝑙𝑙 (𝑐0)) appears
naturally in the study of dilation completeness problems on 𝐿2 (0, 1) as presented in
Hedenmalm-Lindqvist-Seip [17]. See also [19], [22], [12], [20], [21],[15]. ⋄

Returning to the main topic, the Schur-Agler class in 𝑁 dimensions,A𝑁 , consists of
𝑓 ∈ S𝑁 such that for any 𝑁-tuple 𝑇 = (𝑇1, . . . , 𝑇𝑁 ) of strictly contractive commuting
operators on a Hilbert space we have

∥ 𝑓 (𝑇)∥ ≤ 1

where 𝑓 (𝑇) is defined using absolutely convergent power series. We will say Agler class
for short. An inequality of von Neumann [24] proves that the Agler class in one vari-
able coincides with the Schur class in one variable; A1 = S1. Andô’s dilation theorem
[9] proves that the same relation holds in two variables; namely;A2 = S2. Counterex-
amples first constructed by Varopoulos [23] show that A𝑁 ≠ S𝑁 for 𝑁 > 2. A basic
motivation for studying the Agler class is that it can provide insights into the more
classical spaces S1,S2— see Agler-McCarthy-Young [4], [5], [7]. On the other hand, the
Agler class is interesting more broadly: (1) for studying the operator theoretic problem
of understanding the failure of von Neumann’s inequality in 3 or more variables and (2)
for providing a large source of interesting and easily constructible examples of functions
within S𝑁 . Some recent papers on the Agler class are in [10], [11],[14], [18].

Functions in the Agler class have a variety of useful properties. First, they possess an
Agler decomposition and an associated interpolation theorem. An Agler decomposition is
a formula of the form

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
𝑁∑︁
𝑗=1

(1 − �̄� 𝑗 𝑧 𝑗 )𝐾 𝑗 (𝑧, 𝑤) (1.1)
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The Schur-Agler class in infinitely many variables 3

where𝐾1, . . . , 𝐾𝑁 are positive semi-definite kernels onD𝑁×D𝑁 . TheAgler-Pick inter-
polation theorem can be stated in the following form. Some standard references are [1],
[2], [3].

Theorem 1.3 (Agler) Given a finite subset 𝑋 ⊂ D𝑁 and a function 𝑓 : 𝑋 → D the
following are equivalent:

(1) There exists 𝑓 ∈ A𝑁 with 𝑓
��
𝑋
= 𝑓 .

(2) There exist positive semi-definite functions 𝐾1, . . . , 𝐾𝑁 on 𝑋 × 𝑋 such that for 𝑧, 𝑤 ∈ 𝑋

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
𝑁∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤).

(3) For every 𝑁-tuple𝑇 = (𝑇1, . . . , 𝑇𝑁 ) of commuting, contractive, simultaneously diagonal-
izable matrices whose joint eigenspaces have dimension at most 1 and satisfy 𝜎(𝑇) ⊂ 𝑋 ,
we have ∥ 𝑓 (𝑇)∥ ≤ 1.

Item (1) is a way of phrasing an interpolation problem as an extension problem. Item
(2) is a restriction of an Agler decomposition. (See Section 2 for the definition of positive
semi-definite function.) Item (3) says that the function 𝑓 needs to satisfy a particular
type of matrix von Neumann inequality. Notice that in this case 𝑓 (𝑇) can be defined by
using the diagonalization of 𝑇 , and the dimension of the space that the 𝑇𝑗 act on is at
most #𝑋 . Item (3) is not stated explicitly in the literature, at least not in this form, but it is
a known component of the Agler-Pick interpolation theorem. (For the skeptical reader,
the approach in this paper proves a generalization to infinite variables and does not
directly rely on the finite variable theorem so one could pull a proof of the equivalence
of (3) by simplifying certain proofs below.) We think item (3) is important to emphasize
since it (conceptually) gives a way to check if interpolation is possible while item (2) is a
useful conclusion when you know interpolation is possible. Item (3) is also the source of
a subtlety in infinite variables.

A secondkey property ofAgler class functions is that they possess a contractive trans-
fer function realization formula, which means the following. There exists a contractive
operator 𝑉 acting on C ⊕

⊕𝑁

𝑗=1 H 𝑗 where H1, . . . ,H𝑁 are Hilbert spaces such that

when we write𝑉 in block form𝑉 =

(
𝐴 𝐵

𝐶 𝐷

)
we have

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧) (1 − 𝐷Δ(𝑧))−1𝐶 (1.2)

where Δ(𝑧) = ∑𝑁
𝑗=1 𝑧 𝑗𝑃 𝑗 and each 𝑃 𝑗 represents projection ontoH 𝑗 within the direct

sum
⊕𝑁

𝑘=1 H𝑘 . It turns out thatmembership in theAgler class can be tested using generic
matrices. Namely, analytic 𝑓 : D𝑁 → D belongs to A𝑁 if for every 𝑁-tuple 𝑇 of
commuting contractive simultaneously diagonalizable matrices with joint eigenspaces
having dimension 1 we have ∥ 𝑓 (𝑇)∥ ≤ 1. With this reduction, defining 𝑓 (𝑇) only
requires the evaluation of 𝑓 on the joint eigenvalues of𝑇 and not any regularity or abso-
lute summability. This can be derived from item (3) in Theorem 1.3 or see [6] (Theorem
6.1 therein) where something more general is proven.

2025/07/07 17:57
https://doi.org/10.4153/S0008439525100878 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439525100878


4 G. Knese

Our goal is to prove that analogues of the Agler decomposition (1.1), the Agler-Pick
interpolation theorem (Theorem 1.3), and the transfer function realization (1.2) hold
in infinitely many variables. We also wish to make connections to Dirichlet series as in
Remark 1.2. Remark 1.1 suggests that we cannot define 𝑓 (𝑇) in the infinite variable
setting using absolutely convergent series.

We would like to remark that this paper is not the first mention of the Agler class
in infinitely many variables—see [8], Section 7. However one of our larger goals is to
start with the simplest definition possible and deduce basic properties of the Agler class
(such as its functional calculus) as well as to point out some subtleties of the theory. Here
is what we imagine to be the simplest definition of the Agler class in infinitely many
variables.

Definition 1.4 Given a function 𝑓 : 𝐵𝑎𝑙𝑙 (𝑐00) → C we say 𝑓 is in the Agler class in
infinite variables,A∞, if for every 𝑁 , the restriction of 𝑓 toD𝑁 belongs to the Agler class
in 𝑁 variables,A𝑁 .

Theorem 1.5 If 𝑓 ∈ A∞, then 𝑓 has a transfer function realization: there exists a contractive
operator𝑉 acting onC⊕

⊕∞
𝑗=1 H 𝑗 whereH1,H2, . . . are Hilbert spaces such that when we

write𝑉 in block form𝑉 =

(
𝐴 𝐵

𝐶 𝐷

)
we have

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧) (1 − 𝐷Δ(𝑧))−1𝐶 (1.3)

where Δ(𝑧) =
∑∞

𝑗=1 𝑧 𝑗𝑃 𝑗 and each 𝑃 𝑗 represents projection onto H 𝑗 within the direct sum⊕∞
𝑘=1 H𝑘 . Letting 𝑓𝑁 (𝑧) = 𝑓 (𝑧1, . . . , 𝑧𝑁 , 0, . . . ), we have the following extension of von

Neumann’s inequality: for any tuple 𝑇 = (𝑇1, 𝑇2, . . . ) of commuting contractive operators
(acting on a common Hilbert space) such that sup 𝑗 ∥𝑇𝑗 ∥ < ∞ we have that

lim
𝑁→∞

𝑓𝑁 (𝑇)

converges in the strong operator topology to a natural definition of 𝑓 (𝑇) as

𝑓 (𝑇) := (𝐴 ⊗ 𝐼) + (𝐵 ⊗ 𝐼)Δ(𝑇) (1 − (𝐷 ⊗ 𝐼)Δ(𝑇))−1 (𝐶 ⊗ 𝐼)

where Δ(𝑇) :=
∑∞

𝑗=1 𝑃 𝑗 ⊗ 𝑇𝑗 (also convergent in the strong operator topology).

The transfer function formula (1.3) for 𝑓 makes sense for 𝑧 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞) and we have

lim
𝑁→∞

𝑓𝑁 (𝑧) = 𝑓 (𝑧)

for 𝑧 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞). Thus, the transfer function formula readily shows that Agler class
functions extend to 𝐵𝑎𝑙𝑙 (ℓ∞). Our proof relies on aMontel theorem in infinite variables
from [15] and does not use the intricate argument involving nets of points in 𝐵𝑎𝑙𝑙 (𝑐0)
as in Davie-Gamelin [13] for the Schur class case.
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The Schur-Agler class in infinitely many variables 5

The transfer function formula (1.3) is essentially equivalent (via a standard argument)
to an Agler decomposition

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
∞∑︁
𝑗=1

(1 − �̄� 𝑗 𝑧 𝑗 )𝐾 𝑗 (𝑧, 𝑤).

which we will show converges absolutely. Again, the 𝐾 𝑗 are positive semi-definite
kernels on 𝐵𝑎𝑙𝑙 (ℓ∞) × 𝐵𝑎𝑙𝑙 (ℓ∞).

Remark 1.6 ThepaperDritschel-McCullough [16] discusses a version of theAgler class
in infinite variables via an approach to interpolation and realization formulas using test
functions. Their definition of the Agler class in infinitely many variables is more expan-
sive and allows for, for instance, linear functionals on ℓ∞ that annihilate 𝑐0 and do
not have Agler decompositions in the sense of Theorem 1.5. This expanded Agler class
has a more general type of Agler decomposition. See Proposition 5.4 of [16]. Here is a
simplified version of an example they present.

Let 𝛼 = (𝑎𝑛)∞𝑛=1 be an increasing sequence of positive real numbers that converge to
some 𝑎 ∈ (0, 1); e.g. 𝑎𝑛 = 1

2 − 1
𝑛+1 . By the Hahn-Banach theorem, there exists a linear

functional 𝐿 ∈ (ℓ∞)∗ such that 𝐿 (𝛼) = 𝑎 and ∥𝐿∥ = 1. We claim 𝐿 ∉ A∞. If we had
an Agler decomposition,

1 − 𝐿 (𝑧)𝐿 (𝑤) =
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

with each𝐾 𝑗 positive semi-definite on𝐵𝑎𝑙𝑙 (ℓ∞) and∑∞
𝑗=1 𝐾 𝑗 (𝑧, 𝑧) < ∞, then inserting

different combinations 𝑧, 𝑤 ∈ {0, 𝛼} we have

1 =

∞∑︁
𝑗=1
𝐾 𝑗 (0, 0), 1 =

∞∑︁
𝑗=1
𝐾 𝑗 (𝛼, 0), 1 − 𝑎2 =

∞∑︁
𝑗=1

(1 − 𝑎2
𝑗 )𝐾 𝑗 (𝛼, 𝛼).

By Cauchy-Schwarz,

1 ≤
∞∑︁
𝑗=1

|𝐾 𝑗 (𝛼, 0) | ≤
( ∞∑︁
𝑗=1
𝐾 𝑗 (0, 0)

)1/2 ( ∞∑︁
𝑗=1
𝐾 𝑗 (𝛼, 𝛼)

)1/2

so that 1 ≤ ∑∞
𝑗=1 𝐾 𝑗 (𝛼, 𝛼). On the other hand, we have

(1 − 𝑎2) (1 −
∞∑︁
𝑗=1
𝐾 𝑗 (𝛼, 𝛼)) =

∞∑︁
𝑗=1

(𝑎2 − 𝑎2
𝑗 )𝐾 𝑗 (𝛼, 𝛼) ≥ 0

and therefore this must equal zero which would imply 𝐾 𝑗 (𝛼, 𝛼) = 0 for all 𝑗 . This is a
contradiction.

Theorem 1.5 is adapted to functions that have the added continuity that makes them
completely determined by their values on 𝑐00 ⊂ 𝑐0 and so our definition rules out
functions that are zero on all of 𝑐00. ⋄

Some aspects of interpolation in A∞ are straightforward, however one important
aspect has a subtlety.
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6 G. Knese

Theorem 1.7 Let 𝑋 ⊂ 𝐵𝑎𝑙𝑙 (ℓ∞) be a finite subset and let 𝑓 : 𝑋 → D be a function.
Consider the following conditions.

(1) There exists 𝑓 ∈ A∞ with 𝑓
��
𝑋
= 𝑓 .

(2) There exist positive semi-definite functions 𝐾1, 𝐾2, . . . on 𝑋 such that for 𝑧, 𝑤 ∈ 𝑋

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

and for all 𝑧 ∈ 𝑋
∞∑︁
𝑗=1
𝐾 𝑗 (𝑧, 𝑧) < ∞.

(3) For every tuple𝑇 = (𝑇1, 𝑇2, . . . ) of commuting, contractive, simultaneously diagonalizable
matrices whose joint eigenspaces have dimension at most 1 and satisfy 𝜎(𝑇) ⊂ 𝑋 , we have
∥ 𝑓 (𝑇)∥ ≤ 1.

Then,

• (1) and (2) are equivalent and imply item (3).
• Item (3) implies (1) and (2) when 𝑋 ⊂ D∞

2 .

In particular, (1),(2), and (3) are equivalent when 𝑋 ⊂ D∞
2 .

The subtlety alluded to above is that we only obtain a full generalization of an Agler-
Pick interpolation theoremwhen our interpolation points lie inD∞

2 andwe do not know
to what extent this condition can be removed.

Remark 1.8 Going back to Remark 1.6 and the example discussed there, the interpo-
lation problem 0 ∈ ℓ∞ ↦→ 0 ∈ C, 𝛼 ↦→ 𝑎 cannot be solved within A∞, however, the
associated function 𝑓 : {0, 𝛼} → {0, 𝑎}, 𝑓 (0) = 0, 𝑓 (𝛼) = 𝑎, satisfies the condition of
item (3) above. Indeed, if we have commuting simultaneously diagonalizable contractive
matrices𝑇𝑗 with𝜎(𝑇𝑗 ) ⊂ {0, 𝑎 𝑗 }, then 𝑓 (𝑇1, 𝑇2, . . . ) will be contractive by continuity.
Specifically, if ®𝑏0 is the eigenvector for 0 and ®𝑏1 the eigenvector for𝛼, then contractivity
of 𝑇𝑗 means

|𝑇𝑗 (
∑︁
𝑘=0,1

𝑐𝑘 ®𝑏𝑘) | ≤ |
∑︁
𝑘=0,1

𝑐𝑘 ®𝑏𝑘 |

for arbitrary 𝑐0, 𝑐1 ∈ C. But 𝑇𝑗 (
∑

𝑘=0,1 𝑐𝑘 ®𝑏𝑘) = 𝑐1𝑎 𝑗
®𝑏1 and sending 𝑗 → ∞ we get

| 𝑓 (𝑇) (
∑︁
𝑘=0,1

𝑐𝑘 ®𝑏𝑘) | ≤ |
∑︁
𝑘=0,1

𝑐𝑘 ®𝑏𝑘 |.

It seems that a complete relaxationof the condition 𝑋 ⊂ D∞
2 to 𝑋 ⊂ 𝐵𝑎𝑙𝑙 (ℓ∞)would

lead to the broader notion of Agler class constructed with the test function approach of
[16]. It would be interesting if the condition 𝑋 ⊂ D∞

2 could be relaxed to 𝑋 ⊂ 𝐵𝑎𝑙𝑙 (𝑐0)
with a valid interpolation theorem inA∞. ⋄
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The Schur-Agler class in infinitely many variables 7

Referring to Remark 1.2, it is of interest to understand the image of the map

𝐹 ∈ A∞ ↦→ 𝑓 (𝑠) = 𝐹 (𝑝−𝑠1 , 𝑝−𝑠2 , . . . ) ∈ ℋ
∞

into the spaceℋ∞ of convergent and bounded Dirichlet series in the right half plane
in C. We shall let𝒜∞ denote the image of the above map. (We caution that as we have
defined things the functions in𝒜∞ are bounded by 1 whereasℋ∞ is a Banach space of
functions normed by supremum norm.) The following is basically a formality but worth
pointing out. Let C+ = {𝑧 ∈ C : ℜ𝑧 > 0} denote the right half plane.

Theorem 1.9 Let 𝑓 ∈ ℋ
∞. The following are equivalent:

(1) 𝑓 ∈ 𝒜
∞

(2) There exist positive semi-definite kernels 𝐾1, 𝐾2, . . . on C+ such that

1 − 𝑓 (𝑠) 𝑓 (𝑤) =
∞∑︁
𝑗=1

(1 − 𝑝−(𝑠+�̄�)
𝑗

)𝐾 𝑗 (𝑠, 𝑤)

and
∑∞

𝑗=1 𝐾 𝑗 (𝑠, 𝑠) < ∞ for each 𝑠 ∈ C+.
(3) For every diagonalizable matrix 𝑀 with 1 dimensional eigenspaces, with 𝜎(𝑀) ⊂ C+,

and with the property ∥𝑛−𝑀 ∥ ≤ 1 for all 𝑛 ∈ N, we have

∥ 𝑓 (𝑀)∥ ≤ 1.

Again, 𝑝1, 𝑝2, . . . are the prime numbers. It would be interesting if the matrices 𝑀
in item (3) had a simpler description. Functions in 𝒜

∞ satisfy a special von Neumann
inequality.

Theorem 1.10 Let 𝑓 ∈ 𝒜
∞. Suppose 𝑀 is a bounded operator on a Hilbert space such that

𝜎(𝑀) ⊂ C+ and ∥𝑛−𝑀 ∥ ≤ 1 for every 𝑛 ∈ N. Then,

∥ 𝑓 (𝑀)∥ ≤ 1

where 𝑛−𝑀 and 𝑓 (𝑀) are defined using the Riesz holomorphic functional calculus.
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8 G. Knese

2 Notations and background

Several spaces of sequences will be of interest.

• N = {1, 2, . . . }.
• ℓ∞ = ℓ∞ (N) = {𝑧 = (𝑧 𝑗 ) 𝑗∈N ∈ CN : ∥𝑧∥∞ := sup 𝑗 |𝑧 𝑗 | < ∞}
• ℓ2 = ℓ2 (N) = {𝑧 = (𝑧 𝑗 ) 𝑗∈N :

∑∞
𝑗=1 |𝑧 𝑗 |2 < ∞}

• 𝑐0 = 𝑐0 (N) = {𝑧 ∈ ℓ∞ : lim 𝑗→∞ 𝑧 𝑗 = 0}.
• 𝑐00 = 𝑐00 (N) = {𝑧 ∈ ℓ∞ : ∃𝑁 ∈ N, 𝑧 𝑗 = 0 for 𝑗 > 𝑁}.
• 𝐵𝑎𝑙𝑙 (ℓ∞) = {𝑧 ∈ ℓ∞ : ∥𝑧∥∞ < 1} denotes the open unit ball of ℓ∞.
• D∞ = DN = {𝑧 ∈ ℓ∞ : ∀ 𝑗 , |𝑧 𝑗 | < 1}.
• 𝐵𝑎𝑙𝑙 (𝑐0) = {𝑧 ∈ 𝑐0 : ∥𝑧∥∞ < 1}.
• 𝐵𝑎𝑙𝑙 (𝑐00) = {𝑧 ∈ 𝑐00 : ∥𝑧∥∞ < 1}.
• We identifyD𝑁 withD𝑁 × {(0, 0, . . . )} ⊂ 𝐵𝑎𝑙𝑙 (𝑐00).
• The Hilbert multidisk is the setD∞

2 := ℓ2 ∩ 𝐵𝑎𝑙𝑙 (ℓ∞); namely, the set of sequences
(𝑧 𝑗 ) 𝑗∈N such that sup 𝑗 |𝑧 𝑗 | < 1 and

∑
𝑗 |𝑧 𝑗 |2 < ∞. Note that for 𝑧, 𝑤 ∈ D∞

2 the
infinite product

∞∏
𝑗=1

1
1 − �̄� 𝑗 𝑧 𝑗

converges absolutely.
• We generally use standard modulus bars | · | for the modulus of complex numbers or
vectors (in C𝑁 or Hilbert space) while double bars ∥ · ∥ are reserved for operator
norms or other norms as listed above.

Remark 2.1 Weuse the basics of positive semi-definite functions. Given a set 𝑋 , a func-
tion 𝐴 : 𝑋 × 𝑋 → C is positive semi-definite on 𝑋 if for every finite subset𝑌 ⊂ 𝑋 and
every function 𝑎 : 𝑌 → C we have∑︁

𝑧,𝑤∈𝑌
𝑎(𝑧)𝑎(𝑤)𝐴(𝑧, 𝑤) ≥ 0.

We write 𝐴(𝑧, 𝑤) ⪰ 0 in this case. More generally, we write 𝐴(𝑧, 𝑤) ⪰ 𝐵(𝑧, 𝑤)
if 𝐴 − 𝐵 ⪰ 0. We frequently use the Schur product theorem which say that if
𝐴(𝑧, 𝑤), 𝐵(𝑧, 𝑤) ⪰ 0 then 𝐴(𝑧, 𝑤)𝐵(𝑧, 𝑤) ⪰ 0. For a function 𝑓 : 𝑋 → C, we let
𝑓 ⊗ 𝑓 denote the function (𝑧, 𝑤) ↦→ 𝑓 (𝑧) 𝑓 (𝑤). Also, if 𝑋 ⊂ CN, we let 𝑍 𝑗 ⊗ �̄� 𝑗 denote
the function (𝑧, 𝑤) ↦→ 𝑧 𝑗 �̄� 𝑗 .

3 Proof of Theorem 1.5

Theorem 1.5 will be proven with three lemmas. The first lemma is our main advance
while the other two are standard.

For the first lemma, let 𝜌 = (𝜌𝑛)𝑛∈N ∈ D∞
2 be a fixed square summable sequence of

positive numbers. Let D𝜌 = {𝑧 = (𝑧𝑛)𝑛∈N : |𝑧𝑛 | ≤ 𝜌𝑛} and let D𝜌 = {𝑧 ⊙ 𝜌 : 𝑧 ∈
𝐵𝑎𝑙𝑙 (𝑐0)} where 𝜌 ⊙ 𝑧 = (𝜌 𝑗 𝑧 𝑗 ) 𝑗∈N. (The notation is not entirely consistent but it is
temporary.)
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Lemma 3.1 Assume 𝑓 : 𝐵𝑎𝑙𝑙 (𝑐00) → C is in the Agler class,A∞.
Then, for 𝑗 = 0, 1, 2, . . . , there exist positive semi-definite kernels 𝐾 𝑗 on D𝜌 such that

1 − 𝑓 (𝑧) 𝑓 (𝑤) = 𝐾0 (𝑧, 𝑤) +
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

where the sum converges absolutely.

Note thatwe have introduced the term𝐾0 which is for convenience in the proof. This
term can be absorbed into any of the other terms for instance as

(1 − 𝑧1�̄�1)
(
𝐾0 (𝑧, 𝑤)
1 − 𝑧1�̄�1

+ 𝐾1 (𝑧, 𝑤)
)
.

Since 𝐾0 will be positive semi-definite and since 1
1−𝑧1�̄�1

is positive semi-definite, the
product is positive semi-definite.

Remark 3.2 In the proof, we will use theMontel theorem given in [15] (Theorem 2.17).
It states that for a separable normed vector space 𝑋 , if we are given a sequence (𝐷𝑛)𝑛∈N
of 𝐷𝑛 ∈ 𝐻∞ (𝐵𝑎𝑙𝑙 (𝑋)) with uniformly bounded supremum norms, say ∥𝐷𝑛∥∞ ≤ 1,
then there exists a subsequence (𝐷𝑛 𝑗

) 𝑗∈N that converges uniformly on compact subsets
of 𝐵𝑎𝑙𝑙 (𝑋) to some 𝐷 ∈ 𝐻∞ (𝐵𝑎𝑙𝑙 (𝑋)) necessarily with ∥𝐷∥∞ ≤ 1. We will apply this
to 𝑋 = 𝑐0 using compact sets of the formD𝜌 defined above. ⋄

Proof For each 𝑁 , let 𝑓𝑁 (𝑧1, 𝑧2, . . . ) = 𝑓 (𝑧1, . . . , 𝑧𝑁 , 0, . . . ). Since 𝑓 restricted to
D𝑁 has an Agler decomposition, we can write

1 − 𝑓𝑁 (𝑧) 𝑓𝑁 (𝑤) =
𝑁∑︁
𝑗=1

(1 − �̄� 𝑗 𝑧 𝑗 )𝐾𝑁
𝑗 (𝑧, 𝑤)

for positive semi-definite kernels 𝐾𝑁
𝑗

that only depend on the first 𝑁 variables
𝑧1, . . . , 𝑧𝑁 , 𝑤1, . . . , 𝑤𝑁 , are analytic in 𝑧, and are anti-analytic in 𝑤.

Note that for 𝑧, 𝑤 ∈ D∞
2 , the product

𝑆(𝑧, 𝑤) =
∞∏
𝑗=1

1
1 − �̄� 𝑗 𝑧 𝑗

converges and is positive semi-definite. Note that

𝑆𝑛 (𝑧, 𝑤) = (1 − �̄�𝑛𝑧𝑛)𝑆(𝑧, 𝑤) =
∏
𝑗≠𝑛

1
1 − �̄� 𝑗 𝑧 𝑗

is also positive semi-definite and 𝑆, 𝑆𝑛 ⪰ 1 using the partial order from Remark 2.1.
Here ‘1’ is the identically 1 function.
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Let 𝑓𝑁 ⊗ 𝑓𝑁 denote the function (𝑧, 𝑤) ↦→ 𝑓𝑁 (𝑧) 𝑓𝑁 (𝑤). We have the positive semi-
definite function inequality

𝑆 ⪰ (1 − 𝑓𝑁 ⊗ 𝑓𝑁 )𝑆 =

𝑁∑︁
𝑗=1
𝐾𝑁

𝑗 𝑆 𝑗 ⪰
𝑁∑︁
𝑗=1
𝐾𝑁

𝑗 ⪰
𝑀∑︁
𝑗=1
𝐾𝑁

𝑗 (3.1)

for 𝑀 < 𝑁 and by Cauchy-Schwarz we have for 𝑧, 𝑤 ∈ D∞
2

𝑆(𝑧, 𝑧)1/2𝑆(𝑤, 𝑤)1/2 ≥ |𝐾𝑁
𝑗 (𝑧, 𝑤) |.

Recall 𝜌 ⊙ 𝑧 = (𝜌 𝑗 𝑧 𝑗 ) 𝑗∈N. For 𝑧, 𝑤 ∈ 𝐵𝑎𝑙𝑙 (𝑐0), 𝐾𝑁
𝑗
(𝜌 ⊙ 𝑧, 𝜌 ⊙ �̄�) is bounded and ana-

lytic in 𝐵𝑎𝑙𝑙 (𝑐0) × 𝐵𝑎𝑙𝑙 (𝑐0) with supremum norm bounded by 𝑆(𝜌, 𝜌). By theMontel
theorem (see Remark 3.2), for each 𝑗 = 1, 2, . . . in succession there is a subsequence of
𝑁 ∈ N such that

𝐾𝑁
𝑗 (𝜌 ⊙ 𝑧, 𝜌 ⊙ �̄�) 𝑁→∞→ 𝐾 𝑗 (𝜌 ⊙ 𝑧, 𝜌 ⊙ �̄�) uniformly on compact subsets of 𝐵𝑎𝑙𝑙 (𝑐0).

(3.2)
The limiting functions, 𝐾 𝑗 , are necessarily positive semi-definite because this property
is preserved under limits. By a standard diagonal argument, we can find a common sub-
sequence of𝑁 such that for all 𝑗 , (3.2) holds. RecallD𝜌 = {𝑧⊙𝜌 : 𝑧 ∈ 𝐵𝑎𝑙𝑙 (𝑐0)}. By (3.1),
for 𝑧, 𝑤 ∈ D𝜌 , 𝑆 ⪰ ∑𝑀

𝑗=1 𝐾
𝑁
𝑗
for 𝑀 < 𝑁 and sending 𝑁 → ∞ we have 𝑆 ⪰ ∑𝑀

𝑗=1 𝐾 𝑗 .
Finally, we can send 𝑀 → ∞ to obtain 𝑆 ⪰ ∑∞

𝑗=1 𝐾 𝑗 with absolute convergence. Abso-
lute convergence can be proven by looking at the diagonal 𝑧 = 𝑤 first and then applying
Cauchy-Schwarz. To finish the proof, we show

𝐾0 (𝑧, 𝑤) := 1 − 𝑓 (𝑧) 𝑓 (𝑤) −
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

is positive semi-definite. Herewe emphasize that 𝑓 onD𝜌 is defined via 𝑓 ’s holomorphic
extension from 𝐵𝑎𝑙𝑙 (𝑐00) to 𝐵𝑎𝑙𝑙 (𝑐0) as in the traditional Schur class of infinitelymany
variables.

Now, for 𝑁 < 𝑀

1 − 𝑓𝑀 (𝑧) 𝑓𝑀 (𝑤) −
𝑁∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾𝑀
𝑗 (𝑧, 𝑤) =

𝑀∑︁
𝑗=𝑁+1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾𝑀
𝑗 (𝑧, 𝑤)

Let 𝑍 𝑗 ⊗ 𝑍 𝑗 denote the function (𝑧, 𝑤) ↦→ 𝑧 𝑗 �̄� 𝑗 . Since 𝑆 ⪰ 𝐾𝑀
𝑗

we see that

1 − 𝑓𝑀 ⊗ 𝑓𝑀 −
𝑁∑︁
𝑗=1

(1 − 𝑍 𝑗 ⊗ 𝑍 𝑗 )𝐾𝑀
𝑗 ⪰ −

𝑀∑︁
𝑗=𝑁+1

(𝑍 𝑗 ⊗ 𝑍 𝑗 )𝑆.

This inequality means that for any finite subset𝑌 ⊂ D𝜌 and any function 𝑎 : 𝑌 → C∑︁
𝑧,𝑤∈𝑌

(1− 𝑓𝑀 (𝑧) 𝑓𝑀 (𝑤)−
𝑁∑︁
𝑗=1

(1−𝑧 𝑗 �̄� 𝑗 )𝐾𝑀
𝑗 (𝑧, 𝑤))𝑎(𝑧)𝑎(𝑤) ≥ −

∑︁
𝑧,𝑤∈𝑌

𝑀∑︁
𝑗=𝑁+1

𝑧 𝑗 �̄� 𝑗𝑆(𝑧, 𝑤)𝑎(𝑧)𝑎(𝑤).
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(See Remark 2.1.) Now,∑︁
𝑧,𝑤∈𝑌

𝑀∑︁
𝑗=𝑁+1

𝑧 𝑗 �̄� 𝑗𝑆(𝑧, 𝑤)𝑎(𝑧)𝑎(𝑤) ≤ 𝑆(𝜌, 𝜌)
𝑀∑︁

𝑗=𝑁+1
𝜌2
𝑗

(∑︁
𝑧∈𝑌

|𝑎(𝑧) |
)2

≤ 𝑆(𝜌, 𝜌)
∞∑︁

𝑗=𝑁+1
𝜌2
𝑗

(∑︁
𝑧∈𝑌

|𝑎(𝑧) |
)2

.

Sending 𝑀 → ∞∑︁
𝑧,𝑤∈𝑌

(1− 𝑓 (𝑧) 𝑓 (𝑤)−
𝑁∑︁
𝑗=1

(1−𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤))𝑎(𝑧)𝑎(𝑤) ≥ −𝑆(𝜌, 𝜌)
∞∑︁

𝑗=𝑁+1
𝜌2
𝑗

(∑︁
𝑧∈𝑌

|𝑎(𝑧) |
)2

and then sending 𝑁 → ∞∑︁
𝑧,𝑤∈𝑌

(1 − 𝑓 (𝑧) 𝑓 (𝑤) −
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤))𝑎(𝑧)𝑎(𝑤) ≥ 0

which proves 𝐾0 (𝑧, 𝑤) is positive semi-definite. ■

Lemma 3.3 Let 𝑋 ⊂ 𝐵𝑎𝑙𝑙 (ℓ∞). Assume 𝑓 : 𝑋 → C is a function such that for 𝑗 =

0, 1, 2, . . . , there exist positive semi-definite kernels 𝐾 𝑗 : 𝑋 × 𝑋 → C on 𝑋 such that

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

where the sum converges absolutely. Then, there exists a contractive operator𝑉 acting on C ⊕⊕∞
𝑗=1 H 𝑗 where H1,H2, . . . are Hilbert spaces such that when we write 𝑉 in block form

𝑉 =

(
𝐴 𝐵

𝐶 𝐷

)
we have

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧) (1 − 𝐷Δ(𝑧))−1𝐶

𝐾 𝑗 (𝑧, 𝑤) = 𝐶∗ (𝐼 − Δ(𝑤)∗𝐷∗)−1𝑃 𝑗 (𝐼 − 𝐷Δ(𝑧))−1𝐶

where Δ(𝑧) =
∑∞

𝑗=1 𝑧 𝑗𝑃 𝑗 and each 𝑃 𝑗 represents projection onto H 𝑗 within the direct sum⊕∞
𝑘=1 H𝑘 . With these formulas, 𝑓 and 𝐾 𝑗 extend to 𝐵𝑎𝑙𝑙 (ℓ∞) and there exists a positive

semi-definite kernel 𝐾0 (𝑧, 𝑤) such that

1 − 𝑓 (𝑧) 𝑓 (𝑤) = 𝐾0 (𝑧, 𝑤) +
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐾 𝑗 (𝑧, 𝑤)

holds on 𝐵𝑎𝑙𝑙 (ℓ∞) × 𝐵𝑎𝑙𝑙 (ℓ∞).

The proof is a standard lurking isometry argument (for those who know what that
is) that we include for completeness (for those who do not).

Proof By theMoore-Aronszajn theorem on reproducing kernel Hilbert space, we can
factor 𝐾 𝑗 (𝑧, 𝑤) = 𝐾∗

𝑗 ,𝑧
𝐾 𝑗 ,𝑤 for 𝐾 𝑗 ,𝑧 an element of some Hilbert space H 𝑗 . We write

𝐾∗
𝑗 ,𝑧
𝐾 𝑗 ,𝑤 instead of ⟨𝐾 𝑗 ,𝑤 , 𝐾 𝑗 ,𝑧⟩ and view 𝐾∗

𝑗 ,𝑧
as an element of the dual H ∗

𝑗
of H 𝑗 .
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The following map

©«
1

𝑧1 (𝐾1,𝑧)∗
𝑧2 (𝐾2,𝑧)∗

...

ª®®®®¬
↦→

©«
𝑓 (𝑧)

(𝐾1,𝑧)∗
(𝐾2,𝑧)∗
...

ª®®®®¬
initially defined for vectors indexed by 𝑧 ∈ 𝑋 extends linearly and in a well-defined way
to a contractive operator𝑉 fromC ⊕

⊕∞
𝑗=1 H ∗

𝑗
toC ⊕

⊕∞
𝑗=1 H ∗

𝑗
. We write𝑉 in block

form
(
𝐴 𝐵

𝐶 𝐷

)
with 𝐴 ∈ C � B(C,C), 𝐵 ∈ B(

⊕∞
𝑗=1 H ∗

𝑗
,C), 𝐶 ∈ B(C,

⊕∞
𝑗=1 H ∗

𝑗
),

𝐷 ∈ B(
⊕∞

𝑗=1 H ∗
𝑗
), using the notationB(𝑋,𝑌 ) to denote the bounded linear operators

from 𝑋 to 𝑌 (as well as B(𝑋) = B(𝑋, 𝑋)). Let Δ(𝑧) ∈ B(
⊕∞

𝑗=1 H ∗
𝑗
) be the diagonal

operator sending

(ℎ 𝑗 ) 𝑗∈N ∈
∞⊕
𝑗=1

H ∗
𝑗 ↦→ (𝑧 𝑗ℎ 𝑗 ) 𝑗∈N ∈

∞⊕
𝑗=1

H ∗
𝑗 .

Let 𝐹 (𝑧) := (𝐾∗
𝑗 ,𝑧
) 𝑗∈N ∈

⊕∞
𝑗=1 H ∗

𝑗
. Then,

𝑉

(
1

Δ(𝑧)𝐹 (𝑧)

)
=

(
𝑓 (𝑧)
𝐹 (𝑧)

)
which implies

𝐴 + 𝐵Δ(𝑧)𝐹 (𝑧) = 𝑓 (𝑧) (3.3)
𝐶 + 𝐷Δ(𝑧)𝐹 (𝑧) = 𝐹 (𝑧) (3.4)

Solving for 𝐹 (𝑧) and then 𝑓 (𝑧) we obtain

𝐹 (𝑧) = (𝐼 − 𝐷Δ(𝑧))−1𝐶

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧) (𝐼 − 𝐷Δ(𝑧))−1𝐶.

Note the expressions on the right are defined as written for 𝑧 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞). Evidently,
𝐹 (𝑤)∗𝑃 𝑗𝐹 (𝑧) extends 𝐾 𝑗 (𝑧, 𝑤). Since𝑉 is contractive, we can factor 𝐼 −𝑉∗𝑉 = 𝑊∗𝑊
for some operator𝑊 . Let

𝐺 (𝑧) = 𝑊
(

1
Δ(𝑧)𝐹 (𝑧)

)
so that (

1
Δ(𝑤)𝐹 (𝑤)

)∗ (
1

Δ(𝑧)𝐹 (𝑧)

)
=

(
𝑓 (𝑤)
𝐹 (𝑤)

)∗ (
𝑓 (𝑧)
𝐹 (𝑧)

)
+ 𝐺 (𝑤)∗𝐺 (𝑧).

This rearranges into

1 − 𝑓 (𝑧) 𝑓 (𝑤) = 𝐹 (𝑤)∗ (𝐼 − Δ(𝑤)∗Δ(𝑧))𝐹 (𝑧) + 𝐺 (𝑤)∗𝐺 (𝑧)
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The Schur-Agler class in infinitely many variables 13

and since

𝐹 (𝑤)∗ (𝐼 − Δ(𝑤)∗Δ(𝑧))𝐹 (𝑧) =
∞∑︁
𝑗=1

(1 − �̄� 𝑗 𝑧 𝑗 )𝐹 (𝑤)∗𝑃 𝑗𝐹 (𝑧)

we have the desired extension of the Agler decomposition using 𝐾0 (𝑧, 𝑤) =

𝐺 (𝑤)∗𝐺 (𝑧). ■

Lemmas 3.1 and 3.3 establishmost of Theorem 1.5. For the remaining part, we need a
basic estimate on transfer function formulas in order to establish the full von Neumann
inequality for the Agler class.

Lemma 3.4 Suppose𝑉 is a contractive operator acting onC⊕
⊕∞

𝑗=1 H 𝑗 , whereH1,H2, . . .

are Hilbert spaces. Writing𝑉 in block form𝑉 =

(
𝐴 𝐵

𝐶 𝐷

)
we define for 𝑧 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞)

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧) (1 − 𝐷Δ(𝑧))−1𝐶

where Δ(𝑧) =
∑∞

𝑗=1 𝑧 𝑗𝑃 𝑗 and each 𝑃 𝑗 represents projection onto H 𝑗 within the direct sum⊕∞
𝑘=1 H𝑘 . Then, for 𝑧, 𝑤 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞)

𝑓 (𝑧) − 𝑓 (𝑤) = 𝐵(1 − Δ(𝑧)𝐷)−1Δ(𝑧 − 𝑤) (1 − 𝐷Δ(𝑤))−1𝐶.

Proof
𝑓 (𝑧) − 𝑓 (𝑤) = 𝐵(Δ(𝑧) (1 − 𝐷Δ(𝑧))−1 − Δ(𝑤) (1 − 𝐷Δ(𝑤))−1)𝐶

= 𝐵(Δ(𝑧) ((1 − 𝐷Δ(𝑧))−1 − (1 − 𝐷Δ(𝑤))−1) + Δ(𝑧 − 𝑤) (1 − 𝐷Δ(𝑤))−1)𝐶
= 𝐵(Δ(𝑧) (1 − 𝐷Δ(𝑧))−1) (𝐷Δ(𝑧 − 𝑤)) (1 − 𝐷Δ(𝑤))−1 + Δ(𝑧 − 𝑤) (1 − 𝐷Δ(𝑤))−1)𝐶
= 𝐵(Δ(𝑧) (1 − 𝐷Δ(𝑧))−1)𝐷 + 1)Δ(𝑧 − 𝑤) (1 − 𝐷Δ(𝑤))−1)𝐶
= 𝐵(1 − Δ(𝑧)𝐷)−1Δ(𝑧 − 𝑤) (1 − 𝐷Δ(𝑤))−1𝐶.

■

Now we finish the proof of Theorem 1.5. As written in Theorem 1.5, for an infinite
tuple 𝑇 = (𝑇1, 𝑇2, . . . ) of operators on a common Hilbert spaceH satisfying

∥𝑇 ∥∞ := sup
𝑗

∥𝑇𝑗 ∥ < 1

we define

𝑓 (𝑇) := (𝐴 ⊗ 𝐼) + (𝐵 ⊗ 𝐼)Δ(𝑇) (1 − (𝐷 ⊗ 𝐼)Δ(𝑇))−1 (𝐶 ⊗ 𝐼)

where Δ(𝑇) :=
∑∞

𝑗=1 𝑃 𝑗 ⊗ 𝑇𝑗 . Note that this definition does not require the operators
(𝑇𝑗 ) 𝑗 to pairwise commute but if they do then each 𝑇𝑗 commutes with 𝑓 (𝑇) since each
𝐼 ⊗ 𝑇𝑗 commutes with Δ(𝑇).

Since (𝐷⊗ 𝐼)Δ(𝑇) is strictly contractive, 𝑓 (𝑇) equals the absolutely convergent sum

(𝐴 ⊗ 𝐼) + (𝐵 ⊗ 𝐼)Δ(𝑇)
∞∑︁
𝑗=0

((𝐷 ⊗ 𝐼)Δ(𝑇)) 𝑗 (𝐶 ⊗ 𝐼)
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14 G. Knese

and substituting 𝑧 ∈ 𝐵𝑎𝑙𝑙 (ℓ∞) we obtain an absolutely convergent homogeneous
expansion for 𝑓 (𝑧)

𝑓 (𝑧) = 𝐴 + 𝐵Δ(𝑧)
∞∑︁
𝑗=0

((𝐷Δ(𝑧)) 𝑗𝐶. (3.5)

Before we finish the proof of Theorem 1.5 we make some clarifications about our
functional calculus.

Remark 3.5 In finitely many variables we stated that our convention/definition for
𝑓 (𝑇) is via an absolutely convergent power series expansion. Therefore, it should
be pointed out that this new formulation of “ 𝑓 (𝑇)” using the transfer function for-
mula matches the old one. All that really needs to be said is that when we insert 𝑧 =

(𝑧1, . . . , 𝑧𝑁 , 0, . . . ) into (3.5) the homogeneous terms 𝐵Δ(𝑧) (𝐷Δ(𝑧)) 𝑗𝐶 are homoge-
neous polynomials and since 𝑓 is analytic on D𝑁 , the monomial sum we obtain from
expanding 𝐵Δ(𝑧) (𝐷Δ(𝑧)) 𝑗𝐶 is absolutely convergent in D𝑁 . Thus, evaluating 𝑓 (𝑇)
at a finite tuple 𝑇 = (𝑇1, 𝑇2, . . . , 𝑇𝑁 , 0, . . . ) can either be evaluated using the transfer
function formula or the absolutely convergent power series. ⋄

The proof of Lemma 3.4 extends directly to prove that for another such tuple 𝑆 acting
on the same Hilbert spaceH as 𝑇 we have

𝑓 (𝑇) − 𝑓 (𝑆) = (𝐵 ⊗ 𝐼) (1 − Δ(𝑇) (𝐷 ⊗ 𝐼))−1Δ(𝑇 − 𝑆) (1 − (𝐷 ⊗ 𝐼)Δ(𝑆))−1 (𝐶 ⊗ 𝐼).

This implies the estimate that for 𝑥 ∈ H

|( 𝑓 (𝑇)− 𝑓 (𝑆))𝑥 |2 ≤ ∥(𝐵⊗𝐼) (1−Δ(𝑇) (𝐷⊗𝐼))−1∥2 |Δ(𝑇−𝑆) (1−(𝐷⊗𝐼)Δ(𝑆))−1 (𝐶⊗𝑥) |2.

Letting 𝑇 (𝑁 ) = (𝑇1, . . . , 𝑇𝑁 , 0, . . . ) we have 𝑓 (𝑇 (𝑁 ) ) = 𝑓𝑁 (𝑇) and

| ( 𝑓𝑁 (𝑇) − 𝑓 (𝑇))𝑥 |2 ≤ (1 − ∥𝑇 ∥∞)−2 |Δ(𝑇 (𝑁 ) − 𝑇) (1 − (𝐷 ⊗ 𝐼)Δ(𝑇))−1 (𝐶 ⊗ 𝑥) |2

= (1 − ∥𝑇 ∥∞)−2
∞∑︁

𝑗=𝑁+1
| (𝑃 𝑗 ⊗ 𝑇𝑗 ) (1 − (𝐷 ⊗ 𝐼)Δ(𝑇))−1 (𝐶 ⊗ 𝑥) |2

and this goes to 0 as 𝑁 → ∞. Thus, 𝑓𝑁 (𝑇) → 𝑓 (𝑇) in the strong operator topology.
This concludes the proof of Theorem 1.5.

4 Proof of Theorem 1.7

That (1) implies (2) follows from Lemmas 3.1 and 3.3. Proving (2) implies (1) is a stan-
dard lurking isometry argument that is somewhat similar to our proof of Theorem 1.5.
Proving (1) implies (3) consists mostly of technicalities that we discuss next. The proof
of (3) implies (1) is the main contribution below.

Regarding (1) implies (3), by definition, we canmake sense of 𝑓 (𝑇) for 𝑓 ∈ A∞ when
(∥𝑇𝑗 ∥) 𝑗∈N ∈ 𝐵𝑎𝑙𝑙 (𝑐00) and Theorem 1.5 lets us make sense of it when (∥𝑇𝑗 ∥) 𝑗∈N ∈
𝐵𝑎𝑙𝑙 (ℓ∞). To prove ∥ 𝑓 (𝑇)∥ ≤ 1 when 𝑇 consists of matrices that are commuting, con-
tractive, simultaneously diagonalizable with joint spectrum 𝜎(𝑇) ⊂ 𝑋 and eigenspaces
of dimension at most 1, we can give a continuity argument. First, ∥ 𝑓 (𝑟𝑇)∥ ≤ 1 holds
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The Schur-Agler class in infinitely many variables 15

for 𝑟 < 1 because we will have

𝑓𝑁 (𝑟𝑇) → 𝑓 (𝑟𝑇)

in the strong operator topology as 𝑁 → ∞—as in previous sections 𝑓𝑁 refers to the
restrictionof 𝑓 toD𝑁 .Note that 𝑓𝑁 (𝑟𝑇) is defined in termsof the absolutely convergent
power series of 𝑓𝑁 . Next, we use the diagonalizability properties of 𝑇 ; let ®𝑏(𝑧) be the
eigenvector associated to joint eigenvalue 𝑧 ∈ 𝜎(𝑇). Then, for any function 𝑎 : 𝜎(𝑇) →
C we have

| 𝑓 (𝑟𝑇)
∑︁

𝑧∈𝜎 (𝑇 )
𝑎(𝑧) ®𝑏(𝑧) | = |

∑︁
𝑧∈𝜎 (𝑇 )

𝑓 (𝑟𝑧)𝑎(𝑧) ®𝑏(𝑧) | ≤ |
∑︁

𝑧∈𝜎 (𝑇 )
𝑎(𝑧) ®𝑏(𝑧) |.

We can send 𝑟 ↗ 1 to conclude ∥ 𝑓 (𝑇)∥ ≤ 1. This proves (1) implies (3).
Ourmain contribution is the proof of (3) implies (2) assuming the finite set 𝑋 belongs

to D∞
2 . This is a modification of the finite variable cone separation argument; the main

difference being Lemma 4.1 below. Consider the following cone of functions on 𝑋 × 𝑋

C = {(𝑧, 𝑤) ↦→
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐴 𝑗 (𝑧, 𝑤) :

𝐴1, 𝐴2, . . . are positive semi-definite functions on 𝑋 ;

∀𝑧 ∈ 𝑋,
∞∑︁
𝑗=1

𝐴 𝑗 (𝑧, 𝑧) < ∞
}
.

Lemma 4.1 C is closed.

Proof Let

𝐶𝑛 (𝑧, 𝑤) =
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐴𝑛, 𝑗 (𝑧, 𝑤)

define a sequence of functions in C that converges to the function 𝐶 : 𝑋 × 𝑋 → C
pointwise; in particular, each 𝐴𝑛, 𝑗 is positive semi-definite. We must show𝐶 ∈ C.

Let 𝛿 : 𝑋 × 𝑋 → C denote the function 𝛿(𝑧, 𝑤) = 1 if 𝑧 = 𝑤 and 𝛿(𝑧, 𝑤) = 0 if
𝑧 ≠ 𝑤. There necessarily exist constants 𝑐1, 𝑐2 such that for all 𝑛, 𝑐1𝛿 ⪰ 𝐶𝑛 ⪰ 𝑐2𝛿. This
looks more familiar when we view our functions on 𝑋 × 𝑋 as matrices. Since 𝑋 ⊂ D∞

2
we can define

𝑆(𝑧, 𝑤) =
∞∏
𝑗=1

1
1 − 𝑧 𝑗 �̄� 𝑗

and 𝑆 𝑗 (𝑧, 𝑤) = (1 − 𝑧 𝑗 �̄� 𝑗 )𝑆(𝑧, 𝑤) =
∏
𝑖≠ 𝑗

1
1 − 𝑧𝑖�̄�𝑖

;

which are positive semi-definite and satisfy 𝑆, 𝑆 𝑗 ⪰ 1, with ‘1’ representing the identi-
cally 1 function. Some parts of what follow are similar to the proof of Lemma 3.1. Now,
for any 𝑖 ∈ N

𝑐1𝑆 ⪰ 𝐶𝑛𝑆 =

∞∑︁
𝑗=1
𝑆 𝑗𝐴𝑛, 𝑗 ⪰

∞∑︁
𝑗=1

𝐴𝑛, 𝑗 ⪰ 𝐴𝑛,𝑖 ⪰ 0

which shows the matrices 𝐴𝑛,𝑖 are uniformly bounded. Let 𝑐3 > 0 satisfy 𝑐3𝛿 ⪰ 𝑐1𝑆.
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16 G. Knese

Using a diagonal argument we can select a subsequence such that each 𝐴𝑛,𝑖 con-
verges to a positive semi-definite matrix 𝐴𝑖 as 𝑛→ ∞. Also, for each 𝑁 we have𝐶𝑛𝑆 ⪰∑𝑁

𝑗=1 𝑆 𝑗𝐴𝑛, 𝑗 ⪰ ∑𝑁
𝑗=1 𝐴𝑛, 𝑗 . Sending 𝑛 → ∞ we have 𝐶𝑆 ⪰ ∑𝑁

𝑗=1 𝑆 𝑗𝐴 𝑗 ⪰ ∑𝑁
𝑗=1 𝐴 𝑗

and sending 𝑁 → ∞ we have 𝐶𝑆 ⪰ ∑∞
𝑗=1 𝑆 𝑗𝐴 𝑗 ⪰

∑∞
𝑗=1 𝐴 𝑗 where the sums converge

absolutely. Next, recalling 𝑍 𝑗 ⊗ �̄� 𝑗 denotes the function (𝑧, 𝑤) ↦→ 𝑧 𝑗 �̄� 𝑗 we have

𝐶𝑛 −
𝑁∑︁
𝑗=1

(1 − 𝑍 𝑗 ⊗ �̄� 𝑗 )𝐴𝑛, 𝑗

=

∞∑︁
𝑗=𝑁+1

(1 − 𝑍 𝑗 ⊗ �̄� 𝑗 )𝐴𝑛, 𝑗

⪰ −𝑐3

∞∑︁
𝑗=𝑁+1

(𝑍 𝑗 ⊗ �̄� 𝑗 )𝛿

⪰ −𝑐3 max{
∞∑︁

𝑗=𝑁+1
|𝑧 𝑗 |2 : 𝑧 ∈ 𝑋}𝛿

The last inequality amounts to the fact that for any function 𝑎 : 𝑋 → C we have∑︁
𝑧,𝑤∈𝑋

∞∑︁
𝑗=𝑁+1

(𝑧 𝑗 �̄� 𝑗 )𝛿(𝑧, 𝑤)𝑎(𝑧)𝑎(𝑤)

=
∑︁
𝑧∈𝑋

∞∑︁
𝑗=𝑁+1

|𝑧 𝑗 |2 |𝑎(𝑧) |2

≤ max{
∞∑︁

𝑗=𝑁+1
|𝑧 𝑗 |2 : 𝑧 ∈ 𝑋}

∑︁
𝑧∈𝑋

|𝑎(𝑧) |2.

Setting 𝑀𝑁 = max{∑∞
𝑗=𝑁+1 |𝑧 𝑗 |2 : 𝑧 ∈ 𝑋} we have 𝑀𝑁 → 0 since 𝑋 ⊂ ℓ2. Sending

𝑛→ ∞ we have

𝐶 −
𝑁∑︁
𝑗=1

(1 − 𝑍 𝑗 ⊗ �̄� 𝑗 )𝐴 𝑗 ⪰ −𝑐3𝑀𝑁 𝛿

and finally sending 𝑁 → ∞ we have

𝐴0 := 𝐶 −
∞∑︁
𝑗=1

(1 − 𝑍 𝑗 ⊗ �̄� 𝑗 )𝐴 𝑗 ⪰ 0.

Finally, 𝐴0 can be absorbed into any other term, say 𝐴1 as �̃�1 = 𝐴1 + 1
1−𝑍1⊗�̄�1

𝐴0 to see
that

𝐶 = (1 − 𝑍1 ⊗ �̄�1) �̃�1 +
∞∑︁
𝑗=2

(1 − 𝑍 𝑗 ⊗ �̄� 𝑗 )𝐴 𝑗

is of the desired form. ■

What follows is now standard. Suppose 𝑓 : 𝑋 → D is a function with the assumed
property in item (3). Suppose the function on 𝑋 × 𝑋 , 𝐹 = 1 − 𝑓 ⊗ 𝑓 is not in the
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cone C. By the Hahn-Banach hyperplane separation theorem, there exists a function
𝐵 : 𝑋 × 𝑋 → C with 𝐵(𝑧, 𝑤) = 𝐵(𝑤, 𝑧) such that∑︁

𝑧,𝑤∈𝑋
𝐹 (𝑧, 𝑤)𝐵(𝑧, 𝑤) < 0 and for all𝐶 ∈ C we have

∑︁
𝑧,𝑤∈𝑋

𝐶 (𝑧, 𝑤)𝐵(𝑧, 𝑤) ≥ 0.

The second condition implies 𝐵 ⪰ 0 by setting 𝐶 = (1 − 𝑍1 ⊗ �̄�1) 𝑎⊗�̄�
1−𝑍1⊗�̄�1

for an
arbitrary function 𝑎 : 𝑋 → C and observing∑︁

𝑧,𝑤∈𝑋
𝐶 (𝑧, 𝑤)𝐵(𝑧, 𝑤) =

∑︁
𝑧,𝑤

𝑎(𝑧)𝑎(𝑤)𝐵(𝑧, 𝑤) ≥ 0.

Next, we factor 𝐵(𝑤, 𝑧) = 𝐵(𝑧, 𝑤) = ®𝑏(𝑧)∗®𝑏(𝑤) for vectors ®𝑏(𝑧) ∈ C𝑟 where 𝑟 is the
rank of the matrix(𝐵(𝑧, 𝑤))𝑧,𝑤∈𝑋 .

Choosing now𝐶 𝑗 = (1 − 𝑍 𝑗 ⊗ �̄� 𝑗 ) (𝑎 ⊗ �̄�) for an arbitrary 𝑎 : 𝑋 → C

0 ≤
∑︁

𝑧,𝑤∈𝑋
(1 − 𝑧 𝑗 �̄� 𝑗 )𝑎(𝑧)𝑎(𝑤)𝐵(𝑧, 𝑤)

=
∑︁

𝑧,𝑤∈𝑋
(1 − 𝑧 𝑗 �̄� 𝑗 )𝑎(𝑧)𝑎(𝑤) ®𝑏(𝑧)𝑡 ®𝑏(𝑤)

=

�����∑︁
𝑤∈𝑋

𝑎(𝑤) ®𝑏(𝑤)
�����2 −

�����∑︁
𝑤∈𝑋

𝑤 𝑗𝑎(𝑤) ®𝑏(𝑤)
�����2

which proves that maps 𝑇𝑗 :
∑

𝑤∈𝑋 𝑎(𝑤) ®𝑏(𝑤) ↦→ ∑
𝑤∈𝑋 𝑤 𝑗𝑎(𝑤) ®𝑏(𝑤) are well-

defined, contractive, diagonalizable. Setting 𝑇 = (𝑇1, 𝑇2, . . . ), we have assumed that
𝑓 (𝑇) is contractive which means for all functions 𝑎 : 𝑋 → C�����∑︁

𝑤∈𝑋
𝑎(𝑤) ®𝑏(𝑤)

�����2 −
�����∑︁
𝑤∈𝑋

𝑓 (𝑤)𝑎(𝑤) ®𝑏(𝑤)
�����2 ≥ 0

and this means ∑︁
𝑧,𝑤∈𝑋

(1 − 𝑓 (𝑧) 𝑓 (𝑤))𝐵(𝑧, 𝑤)𝑎(𝑧)𝑎(𝑤) ≥ 0

and this means
𝐹𝐵 = (1 − 𝑓 ⊗ 𝑓 )𝐵 ⪰ 0

(recall 𝐹 = 1 − 𝑓 ⊗ 𝑓 ) and in particular∑︁
𝑧,𝑤∈𝑋

𝐹 (𝑧, 𝑤)𝐵(𝑧, 𝑤) ≥ 0

which is a contradiction. This proves 𝐹 ∈ C or more precisely, there exist positive
semi-definite matrices 𝐴1, 𝐴2, . . . with rows and columns indexed by 𝑆 such that

1 − 𝑓 (𝑧) 𝑓 (𝑤) =
∞∑︁
𝑗=1

(1 − 𝑧 𝑗 �̄� 𝑗 )𝐴 𝑗 (𝑧, 𝑤)

and
∑∞

𝑗=1 𝐴 𝑗 (𝑧, 𝑧) < ∞. This proves that (2) implies (3) as well as the full proof of
Theorem 1.7.
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5 Proof of Theorem 1.9

The equivalence of (1) and (2) is straightforward based on previous results. The impli-
cation (1) implies (3) follows from Theorem 1.7.

To prove (3) implies (2), we note that our function 𝑓 : C+ → D gives rise to a function
𝐹 : 𝑋 → D where

𝑋 = {𝜋(𝑠) := (𝑝−𝑠1 , 𝑝−𝑠2 , . . . ) : 𝑠 ∈ C+} ⊂ 𝐵𝑎𝑙𝑙 (𝑐0)

and 𝐹 (𝜋(𝑠)) = 𝑓 (𝑠). We can apply the interpolation result of Theorem 1.7 as follows.
Let 𝑌 ⊂ {𝑠 ∈ C : ℜ𝑠 > 1/2} be a countable set with a limit point in {𝑠 ∈ C : ℜ𝑠 >
1/2}. We want a limit point so that it is a determining set for holomorphic functions
and we wantℜ𝑠 > 1/2 so that 𝜋(𝑠) ∈ D∞

2 . Let
⋃∞

𝑛=1𝑌𝑛 = 𝑌 be an increasing union of
finite sets. Set 𝑋𝑛 = 𝜋(𝑌𝑛), 𝑋∞ = 𝜋(𝑌 ).

Fix 𝑛 and let𝑇 = (𝑇1, 𝑇2, . . . ) be an infinite tuple of contractive, commutingmatrices
with 𝜎(𝑇) ⊂ 𝑋𝑛 and 1 dimensional joint eigenspaces. The eigenvalues of 𝑇1 are of the
form 𝑝−𝑠1 = 2−𝑠 for 𝑠 ∈ 𝑌𝑛.

We can take 𝑀 = − log𝑇1/log 2 using the principal log and then 𝑇𝑗 = 𝑝−𝑀𝑗 for all 𝑗 .
By assumption, ∥𝑇𝑗 ∥ = ∥𝑝−𝑀

𝑗
∥ ≤ 1 and this extends to all natural numbers by factoring

into primes: ∥𝑛−𝑀 ∥ ≤ 1 for all 𝑛 ∈ N. By assumption (3), ∥ 𝑓 (𝑀)∥ = ∥𝐹 (𝑇)∥ ≤ 1.
Therefore, by the implication (3) =⇒ (1) in Theorem 1.7, there exists 𝐺𝑛 ∈ A∞ such
that 𝐺𝑛 |𝑋𝑛

= 𝐹 |𝑋𝑛
. In particular, 𝑔𝑛 (𝑠) := 𝐺𝑛 (𝜋(𝑠)) ∈ 𝒜

∞ and agrees with 𝑓𝑛 on𝑌𝑛.
By theMontel TheoremofRemark3.2, since𝐺𝑛 ∈ A∞ ⊂ S∞, there is a subsequence

of 𝑛 ∈ N such that𝐺𝑛 → 𝐺 ∈ S∞ uniformly on compact subsets of 𝐵𝑎𝑙𝑙 (𝑐0). The limit
𝐺 necessarily agrees with 𝐹 on 𝑋∞. Since membership inA∞ can be tested by checking
whether 𝐺 restricted to D𝑁 belongs toA𝑁 by Theorem 1.5, and since this in turn can
be tested by examining𝐺 on finite subsets ofD𝑁 , we see that the limit𝐺 belongs toA∞
since each𝐺𝑛 belongs toA∞. Finally, 𝑔 = 𝐺 ◦ 𝜋 ∈ 𝒜

∞ and agrees with 𝑓 on the set of
uniqueness𝑌 , so we see that 𝑔 = 𝑓 ∈ 𝒜

∞.

6 Proof of Theorem 1.10

Given 𝑓 ∈ 𝒜
∞, let 𝐹 ∈ A∞ be the Bohr lift of 𝑓 ; namely, 𝑓 (𝑠) = 𝐹 (𝑝−𝑠1 , 𝑝−𝑠2 , . . . ).

Again, forming 𝐹𝑁 (𝑧1, 𝑧2, . . . ) = 𝐹 (𝑧1, . . . , 𝑧𝑁 , 0, . . . ), we see that the functions
𝑓𝑁 (𝑠) := 𝐹𝑁 (𝑝−𝑠1 , 𝑝−𝑠2 , . . . ) converge uniformly to 𝑓 on the half planes {𝑠 ∈ C : ℜ𝑠 ≥
𝜖} for each 𝜖 > 0. The power series for 𝐹𝑁 converges absolutely on D𝑁 and therefore
the Dirichlet series for 𝑓𝑁 converges to 𝑓𝑁 absolutely on C+. Because of this the holo-
morphic functional calculus evaluation 𝑓𝑁 (𝑀) agrees with 𝐹𝑁 (𝑝−𝑀1 , 𝑝−𝑀2 , . . . ). Since
𝐹𝑁 ∈ A∞,

∥ 𝑓𝑁 (𝑀)∥ = ∥𝐹𝑁 (𝑝−𝑀1 , 𝑝−𝑀2 , . . . )∥ ≤ 1.

Since 𝑓𝑁 converges uniformly to 𝑓 on a half-plane containing𝜎(𝑀), 𝑓𝑁 (𝑀) → 𝑓 (𝑀)
in operator norm and therefore ∥ 𝑓 (𝑀)∥ ≤ 1 as desired. This completes the proof.

2025/07/07 17:57
https://doi.org/10.4153/S0008439525100878 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439525100878


The Schur-Agler class in infinitely many variables 19

Acknowledgments

Thank you to the referee for a thoughtful report and for pointing out several typos.
Thank you to Professor Daniel Alpay for bringing the reference [8] to our attention.
This research was partially supported by NSF grant DMS-2247702.

References

[1] Agler, Jim. On the representation of certain holomorphic functions defined on a polydisc. pages 47–66.
1990.

[2] Agler, Jim and McCarthy, John E. Nevanlinna-pick interpolation on the bidisk. J. Reine Angew. Math.,
506:191–204, 1999.

[3] Agler, Jim and McCarthy, John E. Pick interpolation and Hilbert function spaces, volume 44 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2002.

[4] Agler, Jim, McCarthy, John E., and Young, N. J. A carathéodory theorem for the bidisk via hilbert space
methods. Math. Ann., 352(3):581–624, 2012.

[5] Agler, Jim, McCarthy, John E., and Young, N. J. Operator monotone functions and löwner functions of
several variables. Ann. of Math. (2), 176(3):1783–1826, 2012.

[6] Agler, Jim, McCarthy, John E., and Young, N. J. On the representation of holomorphic functions on
polyhedra. Michigan Math. J., 62(4):675–689, 2013.

[7] Agler, Jim,McCarthy, John Edward, and Young, Nicholas. Operator analysis—Hilbert space methods in com-
plex analysis, volume 219 of Cambridge Tracts in Mathematics. Cambridge University Press, Cambridge,
2020.

[8] Alpay, Daniel and Levanony, David. Rational functions associated with the white noise space and related
topics. Potential Anal., 29(2):195–220, 2008.

[9] Andô, T. On a pair of commutative contractions. Acta Sci. Math. (Szeged), 24:88–90, 1963.
[10] Barik, Sibaprasad, Bhattacharjee, Monojit, and Das, B. Krishna. Commutant lifting in the schur-agler

class. J. Operator Theory, 91(2):399–419, 2024.
[11] Bhowmik, Mainak and Kumar, Poornendu. Factorization of functions in the schur-agler class related to

test functions. Proc. Amer. Math. Soc., 152(9):3991–4001, 2024.
[12] Dan, Hui andGuo, Kunyu. The periodic dilation completeness problem: cyclic vectors in the hardy space

over the infinite-dimensional polydisk. J. Lond. Math. Soc. (2), 103(1):1–34, 2021.
[13] Davie, A. M. and Gamelin, T. W. A theorem on polynomial-star approximation. Proc. Amer. Math. Soc.,

106(2):351–356, 1989.
[14] Debnath, Ramlal and Sarkar, Jaydeb. Factorizations of schur functions. Complex Anal. Oper. Theory,

15(3):Paper No. 49, 31, 2021.
[15] Defant, Andreas, García, Domingo, Maestre, Manuel, and Sevilla-Peris, Pablo. Dirichlet series and holo-

morphic functions in high dimensions, volume 37 ofNew Mathematical Monographs. Cambridge University
Press, Cambridge, 2019.

[16] Dritschel, Michael A. and McCullough, Scott. Test functions, kernels, realizations and interpolation.
pages 153–179. 2007.

[17] Hedenmalm, Håkan, Lindqvist, Peter, and Seip, Kristian. A hilbert space of dirichlet series and systems
of dilated functions in 𝑙2 (0, 1) . Duke Math. J., 86(1):1–37, 1997.

[18] Kojin, Kenta. Some relations between schwarz-pick inequality and von neumann’s inequality. Complex
Anal. Oper. Theory, 18(4):Paper No. 95, 16, 2024.

[19] McCarthy, John E. Hilbert spaces of dirichlet series and their multipliers. Trans. Amer. Math. Soc.,
356(3):881–893, 2004.

[20] Nikolski, Nikolai. In a shadow of the rh: cyclic vectors of hardy spaces on the hilbert multidisc. Ann. Inst.
Fourier (Grenoble), 62(5):1601–1626, 2012.

[21] Nikolski, Nikolai. Hardy spaces, volume 179 of Cambridge Studies in Advanced Mathematics. Cambridge
University Press, Cambridge, french edition edition, 2019.

[22] Queffélec, Hervé and Queffélec, Martine. Diophantine approximation and Dirichlet series, volume 2 of
Harish-Chandra Research Institute Lecture Notes. Hindustan Book Agency, New Delhi, 2013.

2025/07/07 17:57
https://doi.org/10.4153/S0008439525100878 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439525100878


20 G. Knese

[23] Varopoulos, N. Th. On an inequality of von neumann and an application of the metric theory of tensor
products to operators theory. J. Functional Analysis, 16:83–100, 1974.

[24] von Neumann, Johann. Eine spektraltheorie für allgemeine operatoren eines unitären raumes. Math.
Nachr., 4:258–281, 1951.

Washington University in St. Louis, Department of Mathematics One Brookings Drive, St. Louis, Missouri, 63130,
USA,
e-mail: geknese@wustl.edu.

2025/07/07 17:57
https://doi.org/10.4153/S0008439525100878 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439525100878

	Introduction
	Notations and background
	Proof of Theorem 1.5
	Proof of Theorem 1.7
	Proof of Theorem 1.9
	Proof of Theorem 1.10
	References

