
The role of generative artificial intelligence in
evaluating adherence to responsible press
media reports on suicide: A multisite, three-
language study

Zohar Elyospeh1, Bénédicte Nobile2,3 , Inbar Levkovich4 , Raphael Chancel2 ,

Philippe Courtet2,3 and Yossi Levi-Belz5

1University of Haifa, Mount Carmel, Haifa, Israel; 2Department of Emergency Psychiatry and Acute Care, CHU
Montpellier, Montpellier, France; 3IGF, Univ. Montpellier, CNRS, INSERM, Montpellier, France; 4Faculty of Education,
Tel Hai College, Upper Galilee, Israel and 5Lior Tsfaty Center for Suicide and Mental Pain Studies, Ruppin Academic
Center, Emek Hefer, Israel

Abstract

Background. Improving media adherence to World Health Organization (WHO) guidelines is
crucial for preventing suicidal behaviors in the general population. However, there is currently
no valid, rapid, and effective method to evaluate the adherence to these guidelines.
Methods. This comparative effectiveness study (January–August 2024) evaluated the ability of
two artificial intelligence (AI) models (Claude Opus 3 and GPT-4O) to assess the adherence of
media reports toWHO suicide-reporting guidelines. A total of 120 suicide-related articles (40 in
English, 40 in Hebrew, and 40 in French) published within the past 5 years were sourced from
prominent newspapers. Six trained human raters (two per language) independently evaluated
articles based on aWHOguideline-based questionnaire addressing aspects, such as prominence,
sensationalism, and prevention. The same articles were also processed using AI models.
Intraclass correlation coefficients (ICCs) and Spearman correlations were calculated to assess
agreement between human raters and AI models.
Results. Overall adherence to WHO guidelines was ~50% across all languages. Both AI models
demonstrated strong agreement with human raters, with GPT-4O showing the highest agree-
ment (ICC = 0.793 [0.702; 0.855]). The combined evaluations of GPT-4O and Claude Opus
3 yielded the highest reliability (ICC = 0.812 [0.731; 0.869]).
Conclusions.AImodels can replicate human judgment in evaluatingmedia adherence toWHO
guidelines. However, they have limitations and should be used alongside human oversight.
These findings may suggest that AI tools have the potential to enhance and promote responsible
reporting practices among journalists and, thus, may support suicide prevention efforts globally.

Introduction

With more than 800,000 deaths by suicide each year, preventing suicide is a global imperative
[1]. Since it is amajor cause of premature death, stronger prevention strategiesmust be developed
to address it. While most studies and prevention efforts have focused on indicated and selected
prevention (i.e., for specific high-risk group and patients with previous suicide attempts or
current suicidal ideation, respectively), growing evidence suggests that universal prevention (for
the general population) strategies are promising for reducing suicide rates [2–4]. Among
universal prevention efforts, media coverage of suicide and suicidal behavior is a critical area
of focus.

Traditional media plays a key role in shaping public perception and has a significant influence
on the general population. Consequently, the way suicide and suicidal behaviors are reported can
have either a preventive effect (i.e., the “Papageno” effect) or a harmful one (i.e., the “Werther”
effect) [5]. Numerous studies have demonstrated that irresponsible traditional media coverage of
suicide (e.g., sensationalist reporting) leads to an increase in suicide rates and behaviors by
triggering imitative or “copycat” suicides [2, 5–10]. On the other hand, responsible traditional
media coverage (e.g., providing information about available resources and avoiding details on
suicide methods) has been shown to be effective not only for the general population but also for
vulnerable groups such as youth [2, 5, 11, 12]. Given the impact of traditional media on public
behavior, the World Health Organization (WHO) published guidelines in 2008 for reporting
suicide in traditional media (excluding social media), which were updated in 2017 [13]. However,
adherence to these guidelines among journalists was found to be poor [2]. For instance, a recent
study reviewing 200 articles on suicide published in the last 10 years found an adherence of only
~49% to the WHO guidelines [14]. Therefore, evaluating traditional media adherence to these
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guidelines and educating journalists is crucial for improving suicide
prevention efforts at the primary level [5].

Manual screening and evaluation of every traditional media
report on suicide is practically impossible due to the volume of
reports and the variety of languages in which they are written.
Thus, developing a simple, valid tool capable of screening and
assessing whether traditional media reports on suicide comply
with WHO guidelines is compelling. Such a tool could greatly
enhance the monitoring and encourage journalists and traditional
media organizations to adhere to guidelines more consistently.
Artificial intelligence (AI) offers valuable support in this regard
[15, 16]. Interest in the use of AI in the mental health field is
growing, and it has shown promising results in various applica-
tions [17–20]. Notably, numerous studies are emerging on the use
of AI for the prevention of suicidal behavior [21, 22]. Most exist-
ing research on AI and suicidal behavior focuses on clinical
applications, such as improving the detection of suicidality
through automated language analysis, assisting in risk assessment
and diagnosis, enhancing accessibility to crisis counseling, sup-
porting training for mental health professionals, contributing to
policy development, and facilitating public health surveillance
and data annotation [22]. While some studies examine social
media, particularly in the context of predicting suicide risk, no
study to date has evaluated AI’s ability to assess whether trad-
itional media reports on suicide comply with WHO guidelines.
Compared to conventional machine learning classifiers, which
typically rely on manually engineered features and labeled train-
ing datasets, large language models (LLMs) are better suited for
assessing complex linguistic guidelines due to their advanced
contextual understanding and ability to process unstructured text
across multiple languages. Previous studies have demonstrated
that LLMs can match or even outperform traditional classifiers in
text classification tasks, particularly in domains requiring
nuanced comprehension of natural language [23–25].

In a preliminary study, we evaluated the use of generative AI
(GenAI) to assess suicide-related news articles inHebrew according
to WHO criteria. In that study, two independent human reviewers
and two AI systems, Claude.AI and ChatGPT-4, were employed.
The results demonstrated strong agreement between ChatGPT-4
and the human reviewers, suggesting that AI-based tools could be
effective in this domain [26]. Building on these preliminary find-
ings, the present study aimed to assess the capacity of AI, utilizing
two different LLMs, to evaluate to what extent traditional media
reports on suicide and suicidal behavior adhere toWHOguidelines.
The evaluation was conducted in comparison with human raters
and across three languages: English, Hebrew, and French. Specif-
ically, we examined to what extent AI models could match the
performance of human raters across multiple languages. If success-
ful, such tools could serve as accessible and practical resources for
journalists to screen their reports before publication, improving
adherence to WHO guidelines and, ultimately, contributing to
suicide prevention efforts.

To the best of our knowledge, no previous studies have
attempted to evaluate traditional media adherence to WHO sui-
cide reporting guidelines using GenAI or other computational
methods. As mentioned, while some prior research has employed
machine learning or rule-based systems to address related chal-
lenges in other domains of mental health [14–19], the novelty of
this study lies in its application of AI to this specific and crucial
aspect of suicide prevention. This study seeks to bridge an import-
ant gap in both mental health research and AI applications while

highlighting the potential for AI tools to make a meaningful
impact in global suicide prevention efforts.

Methods

Data collection

In this study, we systematically reviewed a corpus of 120 articles
concerning suicide published in newspapers in three languages
during the last 5 years: 40 articles in English, 40 in Hebrew, and
40 in French. The sample size was determined using G*Power
software, assuming a minimum correlation of 0.8 between raters
[14], a confidence level of 0.8, and an alpha level of 0.05. The results
of the analysis indicated the need for a sample size of 40 articles by
language.

The selection process followed a structured approach to ensure
the inclusion of widely read and influential sources. Newspapers
were chosen based on the following criteria:

- High readership and national/regional influence: We selected
newspapers with significant circulation and impact on public dis-
course in their respective countries.

- Geographical and political diversity: To capture different
reporting styles and perspectives, we included both national and
regional newspapers.

- Availability of online archives: Only newspapers with access-
ible digital archives were included to ensure the consistency in data
collection.

Based on these criteria, the newspapers selected for each lan-
guage were as follows: English: The Guardian and The New York
Times (representing internationally recognized, high-impact jour-
nalism); Hebrew: Israel Hayom and Yedioth Ahronoth (two of
Israel’s most widely read newspapers, offering different political
perspectives); French: La Provence, Midi Libre, and La Dépêche
(major regional daily newspapers in the south of France, where
suicide rates are a significant public health concern).

The selection process involved querying the electronic archives
of these newspapers using relevant keywords for “suicide” (in the
masculine, feminine, and plural forms), “self-destructive behavior,”
“attempted suicide,” and “ended his/her life” in each respective
language. Articles that employed any of these terms colloquially
described suicide bombings in the context of terror attacks or used
them metaphorically were excluded from the search results. In
addition, articles whose primary focus was not on suicide or self-
destructive behavior butmerelymentioned an individual’s death by
suicide in passing were also omitted. Furthermore, articles debating
whether the described death constituted suicide or homicide were
not included in the study.

Article screening criteria

The screening of articles was guided by criteria established by the
WHO, as detailed in a study by Levi-Belz et al. [14], which outlined
15 parameters for article screening. The criteria used are listed in
Supplementary Material Table 1. Two items (Items 2 and 8) per-
taining to the presence of images in articles were excluded from
consideration, given the current limitations in analyzing image
content. The questionnaire’s items assess different aspects of trad-
itional media coverage of suicide, such as prominence (e.g., avoid-
ing explicit mention of suicide in the headline, two items);
complexity (e.g., avoiding speculation about a single cause of
suicide, three items); sensationalism (e.g., avoiding glorifying the
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suicidal act, five items); and prevention (e.g., providing information
about risk factors for suicide, three items) [14]. Each criterion was
assessed based on whether it was met or not.

Large language models

For this study, we employed two versions of LLMs, Claude.AI, using
theOpus 3model, andChatGPT-4o, eachwith a temperature setting
of 0. This setting was chosen to minimize randomness in the output
and ensure that themodels produced consistent deterministic results
in the analysis of the articles. The selection of these specific LLMswas
informed by threemethodological considerations. First, bothmodels
represent current computational approaches in natural language
processing, as reflected by their commercial deployment status.
Second, their established presence across research applications pro-
vides documented evidence of their capabilities. Third, and particu-
larly relevant to this study’s aims, both models have demonstrated
effectiveness in multilingual processing, including documented per-
formance with Hebrew text analysis, supporting their appropriate-
ness for cross-linguistic evaluation tasks.

Claude.AI, created by Anthropic, was designed to generate
beneficial, inoffensive, and truthful outputs by employing a con-
stitutional approach. The Opus 3 version utilized in this study
incorporates over 12 billion parameters and aims to ethically
address linguistic complexity. This model was selected for its
emphasis on educational data curation, alignment with human
values, and safety considerations. A temperature setting of 0 was
chosen to maximize the reliability of the model and reduce the
variance in its assessments.

GPT-4o, developed by OpenAI, was configured similarly with a
temperature setting of 0 for this study. The temperature setting was
selected to enhance the model’s accuracy and content policy adher-
ence by reducing output variability. This configuration was applied
uniformly across all three languages. Claude Opus 3 and GPT-4O
were selected based on our empirical testing, which demonstrated
thesemodels’ superior performance inHebrew language processing
– a critical requirement given our multilingual study design. From
our experience, these were the only models at the time that could
effectively analyze Hebrew content with sufficient accuracy for
research purposes. Image analysis capabilities of AI models were
relatively limited during the study period, and the inconsistent
presence of images across articles further justified our text-only
approach.

The prompt architecture integrated three methodological
elements to ensure reliable guideline assessment. Role assign-
ment positioned the AI model as both an academic expert and
traditional media editor, while a structured thought-chain proto-
col guided systematic evaluation of each WHO parameter. The
implementation of binary scoring (0/1) with clear operational
definitions enabled consistent cross-linguistic assessment. This
framework aimed to maintain standardized evaluation while
accommodating different linguistic contexts. The prompt used
to analyze the 120 articles is available in Supplementary Material
Table 1.

Human benchmark

For English articles, the evaluation was conducted independently by
a master’s student in educational psychology (from Israel) and a
resident in psychiatry (from France). Two trained psychology stu-
dents, one pursuing a B.A. degree and the other an M.A. degree,
independently evaluated each of the 40 Hebrew articles according

to the screening criteria. The French articles were independently
evaluated by one resident in psychiatry and one researcher special-
izing in suicide research. All evaluators were trained and supervised
by researchers specializing in suicide research (one from Israel for
Israeli students and one from France for French students). This
dual-assessment approach was employed in each language group to
enhance the reliability of the data through inter-rater agreement.
The inter-rater agreement was calculated to ensure high consistency
between human evaluators (see Results section).

Procedure

Evaluations were conducted from January 2024 to August 2024.
Manual evaluations of the 120 articles were done by the 6 trained
students. Following manual evaluation, all 120 articles were pro-
cessed through 2 LLMs, ChatGPT-4o and Claude.AI Opus, to
document their respective assessments. This procedure was
designed to compare the analytical capabilities of LLMs against
human-coded data, thereby enabling an examination of the efficacy
and consistency of automated text analysis in the context of psy-
chological research on suicide reporting.

Statistical analysis

The study employed a comprehensive analytical framework to
assess the agreement between human evaluators and AI systems
across multiple dimensions. The primary analysis focused on three
complementary approaches to evaluate inter-rater reliability and
agreement across the full corpus of 120 articles, with additional
analyses performed separately for each language group (English,
Hebrew, and French).

The first analytical component utilized intraclass correlation
coefficients (ICCs) with 95% confidence intervals to assess the
consistency and agreement between different rater combinations.
This included examining the reliability between human evalu-
ators, between AI models (Claude Opus 3 and GPT-4O), between
individual AI models and human evaluators, and between com-
bined AI evaluations and human ratings. The ICC analysis was
particularly valuable for providing a comprehensive measure of
rating reliability that accounts for both systematic and random
variations in ratings.

The second analytical component employed Spearman correl-
ation coefficients to examine the consistency of ranking patterns
between different rater pairs. This nonparametric measure was
selected to assess how well the relative ordering of articles aligned
between human and AI evaluators, providing insight into the
consistency of comparative judgments across raters. The analysis
included correlations between individual AI models and human
ratings, as well as between the combined AI ratings and human
evaluations.

The third component focused on examining absolute score
differences between human raters and AI models through paired
samples t-tests. This analysis was crucial for determining whether
the AI models’ evaluations showed systematic differences from
human ratings in terms of their absolute magnitudes. The com-
parison specifically examined differences between the mean scores
of human raters and combined AI evaluations across the entire
corpus of articles.

For language-specific analyses, the same analytical framework
was applied separately to each subset of 40 articles in English,
Hebrew, and French, with results reported in the Supplementary
Materials.
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All statistical analyses were done with SPSS statistical software
(version 28.0.1.1; IBM SPSS Statistics for Windows, Armonk, NY:
IBM Corp). The significance level for all statistical tests was set at
p < .001, and analyses were conducted using appropriate statistical
software. This analytical approach provided a robust framework for
evaluating the overall reliability of AI evaluations and their specific
performance characteristics across different languages and rating
contexts.

Ethical considerations

This study was exempt from ethical review since it only evaluated
AI chatbots, and no human participants were involved.

Results

The analysis presented here focused on the agreement between
human evaluators and AI models (Claude Opus 3 and GPT-4O)
across 120 articles, with additional breakdowns by language
(English, Hebrew, and French). The results are structured to first
present the ICC between human evaluators and AI models, fol-
lowed by an analysis of the agreement between each AI model and
the average human ratings, as well as the agreement between the
combined AI models and human evaluators (Table 1). The results
are then separately detailed for each language group in the supple-
mentary files (Supplementary Material Table 2).

Assessing consistency and agreement across all 120 articles

The ICC between human evaluators across all 120 articles was .793,
indicating a high level of consistency among human raters. Simi-
larly, the ICC between the AImodels (Claude Opus 3 andGPT-4O)
was .812, reflecting a strong agreement between the two AI systems
when evaluating the same set of articles.

Claude Opus 3 versus human evaluators

The average ICC between Claude Opus 3 and the average human
evaluator across all 120 articles was r = .724. This ICC value
indicates a good level of agreement between Claude Opus 3 and
the human evaluators, suggesting that Claude Opus 3 provides
evaluations that are consistent with human judgments.

The Spearman correlation between Claude Opus 3 and the
average human evaluators was r = .636, which was statistically
significant at p < .001. This positive correlation further supports
the alignment between Claude Opus 3 and human evaluators in
terms of the relative ranking of articles.

GPT-4O versus human evaluators

For GPT-4O, the average ICC with the average human evaluator
was .793. This higher ICC value compared to that of Claude Opus

3 suggests that GPT-4O is more closely aligned with human evalu-
ators.

The Spearman correlation between GPT-4O and the average
human evaluator was r = .684, which was also statistically signifi-
cant at p < .001. This strong correlation indicates that GPT-4O
aligns well with human evaluators in terms of absolute ratings and
the ranking of articles.

Combined AI models versus human evaluators

When considering the average ratings of both AI models combined
(Claude Opus 3 and GPT-4O), the average measure ICC with the
human evaluators was .812. This ICC suggests that combined AI
models provide an even more robust measure of agreement with
human evaluators.

The Spearman correlation coefficient between the combined AI
models and human evaluators was .703, which was significant at
p < .001 (Figure 1). This further confirms that the combined
evaluations from both AI models are closely aligned with those of
the human evaluators.

Comparison of overall evaluations across all 120 articles
The comparison between human raters and the combined LLMs
(ChatGPT-4O and Claude Opus 3) across the 120 articles revealed
no significant differences in the overall mean evaluations. The
paired samples t-test indicated that the mean score for human
raters was 7.00 (SD = 1.46), whereas the mean score for the AI
evaluations was 7.12 (SD = 1.54). The mean difference was �0.12
(SD = 1.19), with a t-value of�1.09 and a two-sided p-value of .28,
suggesting that the AI models generally align closely with human
judgments in their evaluations (Figure 2).

Example of divergence between human and AI evaluations
Table 2 presents the ratings of a specific Hebrew-language article,
comparing the evaluations of two human raters (Human Raters
1 and 2) and twoAImodels (GPT-4o andClaudeOpus 3) across the
WHO guideline criteria.

This example demonstrates several interesting patterns of
divergence:

Headline interpretation (Item 1): Both AI models identified a
mention of suicide in the headline, while both the human raters
did not.

Causation and life events (Items 4 and 5): Claude Opus 3 did
not identify single-cause reporting or links between specific life
events and suicide, while the other three evaluators did.

Prevention and intervention information (Items 14 and 15):
Human Rater 2 determined that the article lacked prevention and
intervention information, while both AI models and Human Rater
1 found that such information was present.

Despite the overall strong agreement observed in our statistical
analysis, this example demonstrates that significant variation can
exist in specific cases, both between human raters themselves and
between AI and human evaluations.

Discussion

Traditional media coverage significantly impacts public perception
and suicide rates, making adherence to WHO guidelines crucial.
The main goal of this study was to explore the potential of AI
models to evaluate traditional media adherence to these guidelines
in real time across different languages. To our knowledge, this is the

Table 1. ICC (95% CI) and Spearman correlation between human evaluators
and AI models (n = 120)

Human evaluators

ICC (95% CI) Spearman

Claude Opus 3 0.724 (0.605; 0.808) 0.636, p < .001

GPT–40 0.793 (0.702; 0.855) 0.684, p < .001

Both 0.812 (0.731; 0.869) 0.703, p < .001
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first study to assess AI’s ability to evaluate the adherence of trad-
itional media reports to WHO guidelines in comparison with
human raters, across three languages: English, Hebrew, and French.
The results showed that across all 120 articles, theAImodels Claude
Opus 3 and GPT-4O demonstrated strong consistency with human
raters, as evidenced by the high ICC and Spearman correlation

values, especially for GPT-4O. The combined evaluations from
both AI models provided the highest level of agreement with the
human raters. Language-specific analyses revealed that AI models
performed best in Hebrew, followed by French and English. This
variation may be attributed to linguistic complexity. Hebrew is a
relatively direct language with simpler syntax and fewer

Figure 2. Comparison of mean scores between human evaluators and LLMs (ChatGPT-4O and Claude Opus 3) across 120 articles.
Note: The bar chart illustrates that there was no significant difference in the evaluations between the two groups (p > .05). Error bars represent the standard error of the mean.

Figure 1. Average evaluations of large language models (LLMs) with human evaluators across three languages: English (black × marks), Hebrew (blue × marks), and French (red ×
marks).
Note: Each point represents an individual article evaluated by both human evaluators and languagemodels (Claude andGPT). The x-axis shows human average ratings (scale 1–10),
while the y-axis shows LLMs average ratings (scale 1–10). The green dashed line indicates the Spearman correlation coefficient between these averages, demonstrating the overall
alignment between human and AI judgments across all three languages.

European Psychiatry 5



ambiguities, which may allow AI models to interpret adherence
criteria more effectively. In contrast, French tends to be more
nuanced and context-dependent, potentially making it more chal-
lenging for AI to assess guideline compliance accurately. Regarding
English-language articles, one possible explanation for the slightly
lower AI agreement is that the human raters evaluating these
articles were non-native speakers, which may have introduced
variability in their assessments. Future advancements in language-

based AI models are likely to enhance performance across all
languages, including those with greater linguistic complexity. As
models become more adept at handling nuance, ambiguity, and
contextual variation, their ability to accurately assess guideline
adherence is expected to improve accordingly.

Several studies have already shown that adherence to WHO
guidelines is essential in relation to suicide rates [11]. Unfortu-
nately, as observed in other studies, there is poor adherence from
traditional media to these guidelines [14], and as mentioned in the
goals of this study, we also found poor adherence to the WHO
guidelines in the different newspapers from which the 120 articles
were taken. The overall mean score in our study, for each language,
whether rated by humans or AI models, was around 7 out of a total
score of 15 (with a higher score indicating worse adherence). These
results suggest that adherence to WHO guidelines by traditional
media, whether in English, Hebrew, or French, is around 50%,
reinforcing the need to improve compliance. Beyond individual
media reports, the broader societal impact of suicide coverage must
also be considered. Social network theory suggests that emotions,
including distress and suicidal ideation, can spread through inter-
personal connections, increasing vulnerability within communities
[27]. In addition, a shift in suicide prevention efforts is needed to
move beyond psychiatric diagnoses and focus on emotional distress
as a key risk factor [28]. Responsible media reporting can play a
crucial role in this paradigm shift by promoting narratives of hope,
coping, and available resources. Future research should explore
howAI-driven assessments ofmedia adherence toWHOguidelines
can be integrated into broader suicide prevention strategies.

The main finding of our study is that our prompt shows high
accuracy compared to human ratings, regardless of the language
used in the traditional media reports, suggesting that this prompt
could be applied globally. In addition, AI models analyze adher-
ence to guidelines faster than human raters (around 2 min per
article for AI models), facilitating the review of traditional media
reports. Thus, this prompt could be easily used by journalists and
editors before publishing articles on suicidal behavior to assess
whether they comply with the WHO guidelines. Moving forward,
the next step in our project is to improve our prompts by incorp-
orating the automatic correction of articles. This would not only
allow the prompt verification of whether an article adheres to the
WHO guidelines but also correct problematic sentences. In this
way, journalists and editors may be more likely to respect WHO
guidelines using a quick and easy tool to verify their articles, such
as our prompt. To encourage adherence to these guidelines, regu-
latory bodies that oversee journalism should promote the use of
such tools. For example, in France, the Journalistic Ethics and
Mediation Council, a body responsible for regulating traditional
media reporting, could help disseminate this tool to encourage
journalists and editors to comply with the WHO guidelines on
reporting suicide. To facilitate the integration of AI tools into
journalistic workflows, AI could function as a pre-publication
checker, assisting journalists and editors in evaluating adherence
to WHO guidelines before publication. Collaboration between AI,
researchers, media professionals, and policymakers is essential to
align AI models with journalistic standards while maintaining
editorial independence. In addition, AI could assist regulatory
bodies in tracking media compliance systematically, providing
automated feedback to improve adherence. To ensure responsible
implementation, governments and media organizations should
establish clear ethical guidelines that support AI-assisted reporting
without restricting journalistic freedom. However, the current
monitoring process requires manual review of articles, making

Table 2. Comparison of human and AI evaluations for a single article

WHO guideline criterion
Human
rater 1

Human
rater 2 GPT-4O Claude 3

(1) Is suicide mentioned in
the headline?

0 0 1 1

(3) Is the person who died
by suicide described as a
celebrity?

0 0 0 0

(4) Does the article report
on a single cause for
suicide/suicidal
behavior?

1 1 1 0

(5) Does the article imply a
link between a specific
life event and suicide/
suicidal behavior?

1 1 1 0

(6) Does the article imply a
link between social
status and suicide/
suicidal behavior?

0 1 1 1

(7) Does the article imply a
link between mental
state and suicide/
suicidal behavior?

1 1 1 1

(9) Does the story present
anymyths about suicide/
suicidal behavior?

0 0 0 0

(10) Does the story include
glorifying descriptions of
suicide/suicidal
behavior?

0 0 0 0

(11) Is the method of
suicide/suicidal behavior
described in detail?

0 0 0 0

(12) Does the story describe
the location of suicide/
suicidal behavior?

0 0 0 0

(13) Does the story not
inform the reader about
warning signs for
suicide/risk factors?

0 0 0 0

(14) Does the story not
include any information
about prevention?

0 1 0 0

(15) Does the story not
include any information
about intervention?

0 1 0 0

Total violations 3 6 5 3

Note: 1 = adhere to the criterion, 0 = not adhere to the criterion. Items are numbered
according to the original WHO criteria numbering system. Items 2 (front page placement)
and 8 (inappropriate images) were excluded from our analysis as explained in the Methods
section.
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comparisons, and tracking changes – a labor-intensive process that
rarely happens due to its complexity and resource requirements.
Our proposed solution is to develop an automated system capable
of collecting suicide-related articles from online sources
(by screening and looking for the words suicide, suicide attempt,
and suicidal behavior, not only in the titles but also in the body
texts of newspapers) and evaluating their compliance with WHO
guidelines. This automation would enable us to generate a stand-
ardized index, allowing for both national and international com-
parisons. This system could assign each country a compliance
score (ranging from 0 to 15) based on the average compliance of
all relevant articles published within that country. The system
would operate automatically and be language-independent, mak-
ing it truly global in scope. By implementing such a measurement
system, we could address one of the fundamental issues in improv-
ing traditional media coverage of suicide: the lack of systematic
monitoring and comparison. Nevertheless, differences in journal-
istic practices across countries may also impact AI reliability and
should be considered. For example, some countries have strict
media regulations regarding suicide reporting (e.g., South Korea
[29]), while others allow greater editorial freedom (e.g., India [30]),
leading to variations in how suicide is framed in news reports. In
addition, cultural attitudes toward mental health and suicide may
influence how journalists present such topics (e.g., the current
debate in India on the interpretation of suicide being punishable
[30]), affecting AI models trained on global datasets. These factors
suggest that AI tools may require further fine-tuning to adapt to
country-specific journalistic norms, ensuring that adherence
evaluations remain accurate across diverse reporting styles. How-
ever, our prompt has already demonstrated strong accuracy in
evaluating traditional media from three different languages and
countries, suggesting its robustness across various cultural con-
texts. Further refinements can enhance its adaptability, but its
current performance indicates potential for broad application.

Our study has several limitations. While it concentrated on
traditional media articles, it did not examine news shared on social
networks, television serials, or films, which host a substantial
volume of reports. This study focused solely on textual content
analysis and did not include the evaluation of images accompany-
ing media reports. This limitation stemmed from the limited cap-
abilities of AImodels in image processing at the time of the research
and the absence of images in all examined articles. With recent
technological advancements in models such as Claude 3.7 Sonnet
and GPT-4.5, we are currently developing follow-up research spe-
cifically focused on analyzing visual aspects in media reports on
suicide. This omission highlights a promising avenue for future
research. While no prior automated methods have specifically
assessed adherence toWHO guidelines, not allowing us to compare
AI models with existing content analysis techniques, future
research could perform such a comparison to further evaluate their
strengths and limitations. In addition, the evaluators in this study
came from diverse educational backgrounds; however, all of them
received standardized criteria, specialized training on the topic, and
guidance from a senior researcher in the field. Another limitation is
the lower agreement between AI model predictions and human
ratings for English articles compared with French and Hebrew
articles. As mentioned before, this discrepancy may be explained
by the fact that the individuals who rated the English articles were
not native English speakers, whereas native speakers rated the
French and Hebrew articles. This finding suggests that future
assessments of English-language articles would benefit from the

ratings provided by native English speakers to enhance their accur-
acy. However, it is important to note that the overall reliability of
the study remains robust, as the agreement levels across all lan-
guages, including English, were sufficient to support the validity of
the findings. Furthermore, the results indicate that the AI models
can evaluate adherence toWHO guidelines consistently, regardless
of minor variations in human rater performance. Despite these
limitations, our study demonstrates a significant strength: a high
alignment between AImodel predictions and human ratings across
all comparison methods. We evaluated this agreement using ICC,
Spearman correlations, and comparisons of global means. In each
case, the AImodels displayed strong accuracy relative to the human
ratings.

While our findings demonstrate that LLMs can replicate human
judgment in assessing adherence to WHO suicide reporting guide-
lines, it is essential to acknowledge the broader limitations of AI in
mental health applications. AI models, including LLMs, rely on
statistical language processing rather than true comprehension. As
highlighted by Tononi and Raison [31], there is an ongoing debate
about whether AI can ever possess human-like understanding or
subjective awareness, with theories such as Integrated Information
Theory arguing that AI lacks the neural structures necessary for
genuine consciousness. This distinction is particularly relevant in
sensitive areas like suicide prevention, where human expertise
remains critical for interpreting nuanced contexts and ethical con-
siderations. Beyond issues of comprehension, GenAI models also
raise important challenges related to privacy, reliability, and inte-
gration into mental health systems. While AI has the potential to
enhance healthcare workflows and support tasks such as screening
and risk assessment, concerns remain regarding data security, AI
biases, and the risk of overreliance on models that lack clinical
validation [32]. The application of AI in mental health must there-
fore be accompanied by rigorous oversight, regulatory safeguards,
and a complementary role for human professionals. This integra-
tion should be approachedwith caution and supported by empirical
evidence to ensure both safety and effectiveness. These consider-
ations are particularly relevant to our study, as AI-driven assess-
ments of traditional media reports should be used to support rather
than replace expert human evaluation since nuanced human inter-
pretation remains essential. In addition, AImisclassification poses a
significant risk, as incorrect assessmentsmay lead to harmfulmedia
reports being mistakenly deemed compliant or responsible articles
being unnecessarily flagged. Such errors could reduce journalists’
trust in AI-driven evaluations and, at scale, hinder suicide preven-
tion efforts rather than support them. To mitigate these risks, AI
models should always be used as an assistive tool rather than a
replacement for expert human review, particularly in cases where
guideline adherence is ambiguous or context-dependent. Further-
more, as AI continues to be integrated into mental health applica-
tions, regulatory frameworks such as the WHO’s “Key AI
Principles” and the EU Artificial Intelligence Act (2024) [33, 34]
provide critical guidelines for ensuring transparency, accountabil-
ity, and ethical AI deployment. These regulations emphasize the
need for human supervision, fairness, and privacy protection,
which are essential when applying AI in sensitive areas such as
suicide prevention. Recent discussions, such as those by Elyoseph
et al. [20], highlight the risks associated with AI’s role in mental
health, particularly its impact on human relationships and emo-
tional well-being.

Improving traditional media adherence to WHO guidelines is
crucial for preventing suicidal behaviors in the general population.
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Developing tools to facilitate adherence is a way to enhance compli-
ance. Our results highlight the effectiveness of AI models in repli-
cating human judgment across different languages and contexts.
Therefore, the use of AI models can help assess and improve trad-
itional media adherence to WHO guidelines. However, AI still faces
limitations, particularly in identifying subtle linguistic nuances and
adapting to regional variations in journalistic practices. Overcoming
these challenges will require ongoing refinement of AI models and
sustained human oversight, both of which are essential to ensuring
the reliability of AI-assisted evaluations. Collaboration between
technology and human expertise will be key.
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