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A FREE BOUNDARY PROBLEM OF COMPETITION-DIFFUSION SYSTEM WITH
DIRICHLET BOUNDARY CONDITION

SHIJIE GAO"AND JINGJING CAT*

AsstrAcT. In this paper, we investigate a free boundary problem for the Lotka-Volterra model consisting
of an invasive species with density u and a native species with density v in one dimension. We assume
that v undergoes diffusion and growth in [0, +o0), and u invades into the environment with spreading front
x = h(z) satisfying free boundary condition 4’ (¢) = —u,(t, h(t)) — @ for some decay rate @ > 0, this is caused
by the bad environment at the boundary. When u is an inferior competitor, u(z, x) and A(¢) tend to 0 within
a finite time, while another specie v(#, x) tends to a stationary A(x) defined on the half-line. When u is a
superior competitor, we have a trichotomy result: spreading of # and vanishing of v (i.e., as t — +oo, h(t)
goes to +oo and (u,v) — (A,0)); the transition case (i.e., as t — +co, (u,v) = (Wq,Na), h() tends to a
finite point); vanishing of u and spreading of v (i.e., u(t, x) and h(#) tends to 0 within a finite time, v(z, x)
converges to A(x)). Additionally, we show that this trichotomy result depends on the initial data u(0, x).

1. INTRODUCTION.

Consider the following free boundary problem

Up = Uyy +u(l —u—kyv), O<x<h(r),t>0,
Vi = Ve + V(1 — v — kou), 0<x<+o0, t>0,
(1.1 v(t,0) =0, u(t,0) = ut,h(®)=0, t>0,
’ W (t) = —uy(t, h(t)) — a, t>0,
h(0) = hy, u(0, x) = up(x), 0 < x < hy,
(0, x) = vo(x), 0<x< oo,

where x = h(t) is a moving boundary, and (u(z, x), v(¢, x), h(t)) is to be determined. hg, @ and k;(i = 1,2)
are given positive constants. The initial data vq satisfies

(1.2) vo € C2([0, +0)), vo(0) = 0 and vo > 0, % 0 in [0, +c0),
and ug belongs to 2 (hg) for some hy > 0, where

(13) 2 (h) = {# € C2(10. ho1). (0) = ¢(ho) = 0, ¢ > 0 in [0, o))} .

Ecologically, u is the density of an invasive species and v is the density of a native species density, k;
is interspecific competition rate. Free boundary x = A(t) is the invading front of the invasive species, and
it evolves according to the Stefan condition /'(f) = —u,(t, h(¢)) — a. We use a > 0 to denote the decay
rate caused by the bad environment at (or, out of) the boundary such as the food, predators.
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2 S. GAO AND J. CAI

When decay rate @ = 0 and left boundary condition is Neumann boundary condition, Du and Lin [7]
studied the following free boundary problem

Uy = diAu + u(a; — biju — cyv), O<r<h(),t>0,
v = doAv + v(ay — byu — cv), O<r<+oo, t>0,
(1.4) vi(t,0) =0, u,(t,0) = u(t,h()) =0, t>0,
’ W (1) = —u,(t, h(2)), t>0,
h(0) = hy, u(0,r) = up(r), 0<r<hy,
v(0,r) = vo(r), 0<r<oo.

They used this problem to describe the dynamical process of a new competitor # who invades into the
habitat of a native species v. The species u spreads through random diffusion in [0, i(¢)] with spreading
front A(¢) satisfying classical Stefan condition /’(¢) = —u,(t, h(t)). They studied the long time behavior of
species u and v, and obtained spreading-vanishing dichotomy. In problem (1.1), a; = by = ax = ¢ = 1,
c1 = k; and by = ky. For the value of k;, There are the following four cases (for more details, cf. [15,17]):

(1) K €(0,1),i=1,2;

2) 0<k <1 <ky;

(3) 0<k; <1<k

@ kie(l,0),i=1,2.

The case (1) is called the weak competition, in this case the competitors co-exist in the future. The
case (2) and (3) is usually called weak-strong competition case, while (4) are known as the strong compe-
tition cases, but the asymptotic behavior of solutions is difficult to be given clearly. In [7], they considered
the case (3) and (4).

There are some other competition systems with free boundaries, such as [10,20,22,24]. In [24], they
researched the dynamics for a Lotka-Volterra type weak competition system with two free boundaries.
Later, [10] investigated the spreading speeds and long time behavior of two invasive species (u, v), where
(u,v) satisfies

Uy = Uy + u(l —u—kyv), 0<x<h(t), t>0,
(1.5) Vi =V + V(1 — v —kou), O<x<g(),t>0,
’ vi(£,0) = 0, ux(£,0) = u(t, k(1)) = 0, t>0,

W (1) = —pux(t, h(D)), &'(1) = —pva(t,8(1)) >0,
In [20], they investigated free boundary problems of the prey-predator model with two species living
in [0, A(?)], and they satisfy the condition /#'(¢) = —u(ux(t, x) + pvy(t, x)) at the same boundary x = h(?).

They considered the long time behavior of solution and criteria for spreading and vanishing.
In [22], they studied a predator-prey model with double free boundaries, two species satisfy

U =y +u(l —u+av),g(t) <x<h() and v, =dvy +v(b—v—cu),x€eR,
with free boundary conditions
B (1) = —pux(t, h()), g'(1) = —pu(t, g(1)).
They proved a spreading-vanishing dichotomy. Recently, in [26], the authors investigated a nonlocal dif-
fusion competition model with seasonal succession and free boundaries. Yang [25] studied a competitive

model by considering traveling wave solutions. Besides these, there are also other works concerning free
boundary problem of diffusion systems (such as [14, 18,21,23, 28]).
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If v = 0, this means that there are no native species, the systems reduce to the following diffusive
problem
Up = Uy + u(l —u), 0<x<h(),t>0,
u(t,0) = u(t, h(t)) = 0, t>0,
W (t) = —u(t,h(1)) — «, t>0,
h(0) = ho, u(0,x) = up(x), 0<x< ho,
Such a similar problem is studied in [4] with decay rate @ > 0. It is more difficult for the solution to
spread than the case @ = 0. Since A’(¢) > 0 only if u,(¢, h(t)) < —a. They obtained a different vanishing
and a transition case. Also, [2,3, 11] studied such problems with @ > 0 representing the decay rate
caused by the bad environment at the boundary, such as food, predators and so on. Moreover, such a
boundary condition are often used in the growth of protocell (cf. [12,27]), in the process of diffusion and
polymerization of building materials, there is a disintegration (denoted by @) produced by many factors,
such as aging. So the boundary condition satisfies

(1.6)

v ou
W= —a,
on

where V), is the velocity in the direction n, see Fig. 1. In one-dimensional space, this condition is our

Ficure 1. The growth of the protocell model.

condition used in the problem (1.1). Such a boundary condition is also used the tumour model.
In this paper, we will consider the spreading of two species u and v. There is new species u invading
into an environment where a native competitor v already exists on the whole space, see Fig. 2. The

Ficure 2. The spreading of two species u and v.

survival interval of the species v is [0, +oo], while the survival interval of « is [0, h(¢)]. Since u is moving
depending the food, the density of u and other factors, so the survival boundary of u, i.e., i(t) is often
depending on time ¢, there are three situations for the limits of A(?), i.e., 0, +o0 or a finite number, see
Fig. 3.

The situations of spreading of these two species u and v are complicated, we only consider two cases
for interspecific competition rate: 0 < k; < 1 < k; and 0 < k; < 1 < kp; Usually, there is a decay rate at
the boundary, we will analysis such decay rate @ how to affect the spreading of two species. Besides, we
will show that the initial data of u plays an crucial role in the asymptotic behavior of two species.

From [3,20,22], the problem (1.1) has a unique solution (i, v, 1), with v(z, x) € CU*9/2:1+¢([0, +00) x
[0, +00)), u(t, x) € C1TO/21+e([0, T] X [0, h(1)]), h(t) € C*¢/2([0, T]), where ¢ € (0,1), T € (0, +0]. In
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Ficure 3. The limits of free boundary A(z).

the following, we show that in some cases 7 < +oo and for other cases T = +oo, this depends on the
initial data. However, as in the proof of [4], the limit A7 := lim,_,7 A(f) € [0, +oco] exists. In particular,
we also write hr as ho, when T = +o00.

In this paper, we have the following two main results:

Main result 1(Theorem 3.2). When 0 < ky < 1 < k1, we have the following results for the spreading

of (u,v):

1.7 T , limh() =0, li t,x)=0

(1.7) < +oo, lim h(f) Nim max u(t, x)

and

(1.8) lim v(¢, x) = A(x) locally uniformly for x € [0, +00),
t—+00

where A(x) satisfies

AN +A(1-A)=0, x>0,
(1.9) { A0) =0, A(+0) = 1.

Remark 1.1. To explain the results of main results 1(i.e., Theorem 3.2), we give the numerical results
by taking k1 = 2, k» = 0.3 @ = 0.2 and hy = 2, see Fig. 4.

Ficure 4. Numerical simulations of (u, v, i) are shown, from left to right, they are: the
shrinking of free boundary /(¢) when u vanishes, vanishing of u, the spreading of v.

Main result 2 (Theorem 4.1). When 0 < kj <1 <k and 0 < a < ap := V3/3, we have, the
solution (u, v, h) is either in
Case (I) : spreading of u and vanishing of v: T = +o0, lim,—, ;o0 u(t, -) = A(:) and lim;_, 1o V(2 -) =
0 uniformly in any bounded subset of [0, +c0);
or
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Case (II): vanishing of u and spreading of v: (1.7) and (1.8) hold;

or

Case (III): in the transition case: ho = Lg, u(t,") — wq(:) locally uniformly in (0, i) and
v(t, ) = no(-) locally uniformly in (0, +00), where (wq, 174, Ly ) s the solution of

—w”" =w(l —w—-kin), 0<x<+oo,
- =n(1 -n-kw), 0<x<+oo,
w(0) = w(Ly) =0, —w'(Ly) = a,

w(x) > 0 for x € (0, L,),

w(x) =0 for x > L,

1n(0) = 0,n(+c0) = 1.

(1.10)

Moreover, for the initial data ug = o¢p with ¢ € 2 (hy), we prove that there is a critical data o* such
that Case (I) holds when o > o*, Case (II) holds when o < ¢*, and Case (III) holds when o = 0.

Remark 1.2. The existence of the solution (wg, 174, Ly) is given in Lemma 2.7. When a > ay, there is
no compactly solution.

We organized this paper as follows. In section 2, we give the general existence and uniqueness
results, and the comparison principle. In section 3 and 4, we study the long time behavior of solutions
when 0 < k; < kp and 0 < kp < kj respectively. In section 5, we give some sufficient conditions for
spreading, vanishing and transition, and complete the proof main results.

2. PRELIMINARY RESULTS.

In this section, we first prove a local existence and uniqueness result for the problem (1.1). Consider
the following general free boundary problem

U = Uy + f(u,v), O<x<h(t),t>0,
Vi = Vyx + g(u,v), 0<x<+o00, t>0,
@ v(t,0) =0, u(t,0) = u(t,h(r)) =0, t>0,
) W (t) = —uy(t, h(t)) — a, t>0,
h(0) = hy, u(0, x) = up(x), 0<x<hy,
v(0, x) = vo(x), 0<x< oo,

where f(0,v) = g(u,0) = 0 for any u,v € R, ug belongs to Z (hg) and v satisfies (1.2).

Theorem 2.1. Assume that fand g are locally Lipschitz continuous in R2. For any o € (0,1), uy € 2 (ho)
and vg satisfies (1.2), there exists T > 0 such that problem (2.1) admits a unique bounded solution defined
on [0, T)with T € [0, +o0] and

(2.2) (1, v, h) € CIHOI21%e(Dry x CHOI21%e Dy /210, 1Y),
moreover,
lullcasorirepy) + IVllcasorisops) + Ihllcreniseqo ry < C,
where Dy = {(t,x) € R* : 1 € [0, T], x € [0, (D]}, D = {(t,x) e R? : 1 € [0,T], x € [0, +00)}, C and T
only depend on hy, 0, |uollc2(j0,n01)» Vollc2(j0,00)) @nd the local Lipschitz coefficients of f, g.

Theorem 2.2. Under the assumptions of Theorem 2.1, if we assume further that there exists a constant

L > 0 such that f(u,v) < L(u +v) and g(u,v) < L(u + v) for u,v > 0, then the unique solution v(t, x)

obtained in Theorem 2.1 can be extended uniquely to all t > 0, and if OinfT h(t) > O, then the solution
<t<

can be extended to a bigger interval (0,T,) with T, > T.

https://doi.org/10.4153/5S0008439525100829 Published online by Cambridge University Press


https://doi.org/10.4153/S0008439525100829

6 S. GAO AND J. CAI

Remark 2.3. We only consider the long time behaviour of bounded solutions, so conditions in Theorem
2.2 is used to exclude the possibility that (x,v) blows up in finite time. Of course, the problem (1.1)
satisfies conditions in Theorem 2.2. Recall that we introduce @ > 0 in the free boundary condition. The
property A’(t) > 0 in case @ = 0 (as shown in [4]) is no longer necessarily to be true. On the contrary, in
some cases, the domain [0, 4(f)] may shrink, even, to a point.

By Theorem 2.1 and Theorem 2.2, we have the following estimates.

Theorem 2.4. Problem (1.1) admits a unique and uniformly bounded solution (u, v, h) satisfying (2.2).
And the solution v(t, x) can be extended to all t > 0 and u(t, x) is defined on [0,T) with T € (0, +o0].
Moreover, there exist constants My and M, such that

O<u(t,x)y<M; fortel0,T), 0<x<h(r),
0<v(t,x) <M, fortel0,+0), 0<x< +o0,
And, there exists a constant M5 such that
—a < h(t)< M3 forte(0,T).
Proof. From Theorems 2.1-2.2, the problem (1.1) admits a unique solution (u, v, k) satisfying (2.2), and

v(t, x) is defined for all ¢ > 0, u(#, x) can be extended to ¢ € [0, +00) as long as A(¢) > 0 for ¢ > 0.
It follows from the comparison principle that u(¢, x) < u(r) for t € (0, T) and x € [0, h(t)], where

-1
() :=e’(e’—l+ ! )

lluolles

which is the solution of the problem

d_
23) d—”; —a(l—i), t>0,
1(0) = |luolloo-

Thus we have
u(t,x) < My :=supu(t), t > 0.
Since v(z, x) satisfies

Vi— Ve 2 V(1 =v), >0, 0<x< +o0,
v(0,x) =vp(x) 20, 0<x< +o0,

We have v(z, x) < M> := max{||vollz= (0 +c0)> 1}-
Using the strong maximum principle to the equation of # we obtain

u(t,x) >0 for t€(0,7T), 0 < x < h(t),

and v(t,x) >0 fort >0, 0 < x < oo.
Additionally, to estimate the boundness of 4(f), we construct the function

(2.4) U(t, x) := M{[2M(h(t) — x) — M2(h(t) — x)*]

defined on N
Q0 ={tx):0<t<T, max{h@@) — M0 <x< h(®)},

where

a4 m 4||M0||C1([—h0,h0])
M := max ’ .
7 3C

By a direct calculation, 0 < U < M, in Q. The definitions of U and M imply that
U-Un-Ul-0)2Ci2M* -2Ma-1)>0 in Q.
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Additionally, when A(f) > M~

U(t, h(0)) = u(t, h(t)) =0, 1€ (0,T),
up(x) < U0, x), x€[ho—M", hol N [=ho, hol,
Ut,h(r) = M™Y) = My > u(t, h(t) — M),
and
U(1,0) > 0 = u(t,0).
Hence, it derives from the comparison principle that u(z, x) < U (t, x) in Q. Therefore,

W (@) = —ut,h(®) —a < Uy(t,h(t)) —a = 2M M — a := M3

For given a pair of functions u := (4, v) and u := (i, v), denote
[@u] = {u:= u,v) € [C(0, T] X [0, +eo))I* : (1) < (u,v) < (@, D).

For (u1,v1) < (up,v2), we mean u; < up and vi < vp.
We next give the comparison principle for general case which includes the problem (1.1). That is
f(u,v) =u(l —u—kyv)and g(u,v) = v(1 —v — kou).

Lemma 2.5. (The Comparison Principle). Let (f,g) be quasimonotone nonincreasing and Lipschitz
continuous in [u,u], with f(0,v) = g(u,0) = 0. Assume that T € [0, +c0), h, h € cl([0, 7)),

ue CEL) N CAEL) with Tk = {(1,x) e R? : 1€ (0, T], x € (0, (D)},

e C(Z2) N CP2A(E2) with 32 := {(1,x) € R? : 1€ (0,T], x € (0, h(D)},

v, ¥ € (L® N C)([0, T] % [0, 00)) N C12((0, T] x [0, +0)),
and u,u,v,v > 0, h(0) > 0, such that

U — Uy > f(@,v), 0<1<T,0<x<h),

u—u, < f(u,v), 0<t<T,0<x<h(,

Vi = Vyx = 81, V), 0<t<T, 0<x<+o0,

v, =V, < gu,y), 0<t<T, 0< x< +oo,

u(t,0) = v(1,0) = 0, u(t,x) =0, 0<t<T, h(t) < x < +0o,
(2.5) u(t,0) =9(1,0) =0, u(t,x) =0, 0<t<T, h(t) < x < +oo,

W (@) < —u(t h®) - a, 0<t<T,

7 (1) >~ h(D) - a, 0<t<T,

h(0) < ho < h(0),

uy(x) < up(x) < up(x), 0 < x < hy,

V(%) < vo(x) < vo(x), 0<x< 400,

Let (u, v, h) be the unique bounded solution of (2.1) with initial data (ug, vo). Then h(t) < h(t)) < E(t)
in (0,T], u(t,x) < u(t,x) < u(t,x) for (t,x) € (0,T] x [0, h(t)) and v(t, x) < v(t,x) < V(¢,x) for (t,x) €
(0, T] x [0, +00).

Remark 2.6. If a in (2.5)7 is replaced by some 8 > @, or/and « in (2.5)g is replaced by some y < «, the
conclusions of Lemma 2.5 are also true. We call (&, v) (resp. (u,V)) is the upper solution (resp. lower
solution).

Lemma 2.7. Assume 0 < k; <1 < kyand0 < a < ag := \/5/3, the problem (1.10) has a solution
(Was Nas La).
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Proof. By the phase plane analysis (cf. [3]), there exists L}, for any L > L7, the problem

W' =w(l-w), 0<x<lL,
(2.6) { w(0) =w(L)=0
has a unique compactly supported solution, denoted by wﬁl), and —wgl)(L) > 0, —w(cl)(L) < aq:=-wi(0),

where wo, 18 the solution of

W’ =w(l-w), 0<x<+oco,
@7 { w(0) = 0, w(+o0) = 1.

Actually, from [2, Theorem 2.5], we have w. (0) = V3 /3, for any a € (0, ap), there is a [, such that the
problem (2.6) has a solution with —w’(l,) = @. And there is no compactly solution when « > «y.
Also, there exists L;, for any L > L, the problem

-w' =w(l-w-4ky), O0<x<L,
(28) {Mm=MU=Q

has a unique compactly supported solution, denoted by WE.Z). Denote the solution of

7" =71 7)), 0<x<+oo,
7(0), 7i(+00) = 1,

as 7)(x). By the standard upper and lower solutions method, there is L, for / > L the problem

2.9)

—w' =wl-w-kin), x>0,

-n" =n(l —n-kw), x>0,
w0)=w(l)=1n0)=0, wx) >0, 0<x <,
wx)=0,x>1

(2.10)

has at least one positive solution, denoted by (w;, 17;) and
wgz)(x) <wi(x) < wgl)(x), 0<npx)<nlkx), O0<x<l
Moreover, w;(0) > 0 —w;(l) > 0, and wj()) > O as [ — L.
For any small & > 0, (wy, i) also satisfies

-w’' =wl-w-kin), 0<x<l,

" =n(l-n—-kw), 0<x<lI,

w() =w(l) =1n(0)=0, wx) >0, 0 <x <,
wx)=0,x>2Lnlh)<1+e.

2.11)

Letting [ — +o0, then (wy, 177)) = (W, 0), Where w, is the solution of (2.7), and w’_(0) = V3/3.
For any a € (0, ap), there is [ = L, such that the problem (2.10) has a solution satisfying —w’(L,) = a.
Denote such solution as (W, 174, Ly ), that is, the solution of the problem (1.10). O

3. INVASION OF AN INFERIOR COMPETITOR.

In this section, we consider the situation that 0 < k; < 1 < k;, namely u is an inferior competitor. In
this case, we analyze the asymptotic behavior of (1, v) and show that the inferior invader vanishes at last
while the superior species always survives the invasion.

Lemma 3.1. Let (u,v, h)~be a solution of the problem (1.1). (u, h) is defined on |0, T) with T € (0, +c0].
If lim,_=h(t) =0, then T < +co and

t—T

lim max u(t,x)=0.
T 0<x<h(t)
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Proof. From Theorem 2.4, we have u(t,x) < M, for all x € [0,Ah(¢)] and t € [0, T]. Using the > upper
solution U (¢, x) constructed in Theorem 2.4. Note that lim,_ 7 h(r) = 0, then there exists 77 < T such
that h(r) — M~' < 0 for t > T,. Therefore u(t, x) < U(t, x) fort > Ty and x € [0, h(?)]. Thus we have

U(t, x) < C1[2Mh(t) - M*h*(H)] = 0 ast — T.
From this and u(z, x) < U (¢, x), we have
3.1) et M=o pcoy = 0 ast — T

We now prove that T < +oo and lim _, 7h(t) = 0. For &, < 4M,

such that and A(f) — M~' < 0 and u(z, x) < &, . The function
Un(t, ) := £.[2M(h(t) — x) = M*(h(t) = x)], x € [0, h(1)]

by (3.1), there exists 0 < T < T

is also an upper solution for u(¢, x). Therefore u(z, h(z)) < 52(t, x) for x € [0, h(¢)] and ¢ > T,. Hence we
have

—uy(th(0) < = (02) (1) = 2Ms, < 3.
Hence 1'(t) = —u.(t, h(t)) — @ < —7, this means that h(t) — O as t — >T< 7" O
Theorem 3.2. Let (u, v, h) be the solution of (1.1), (u, h) defined on [0, T) with T € [0, +c0], if 0 < ky <
1 < ky and vy # O, then u vanishes:

T < 400, lim max u(t,x)=0, imh() =0
t—T x€[0,h(1)] t—>T

and v spreads:
tlim v(t, x) = A(x) locally uniformly for x € [0, +00),
—+00

where A(x) satisfies (1.9).

Proof. We assume T = +oo. From Theorem 2.4, we have u(¢, x) < iui(¢) for t > 0 and x € [0, h(?)]. Since
lim;_,, » i(t) = 1, we deduce that

lim sup u(t, x) < 1 uniformly for x € [0, ).

t—+00
Furthermore, consider the parabolic problem

{@,—(Pm:@(l—@), t>0, x>0,

3.2) D(1,0) =0, t>0,

D0, x) = up(x), x> 0.
Letting t — +oo we have
(3.3) &(1,-) = A() in C*[0, +o0],
where A(:) satisfies (1.9). From the problem (1.1), we get that
Uy = tyy + u(l —u —k1v) < uy + u(l —u), and u(z,0) = 0, u(t, h(z)) =0

So @(t, x) is upper solution of u(t, x). Hence u(t, x) < @(¢, x) for t > 0 and x € [0, h(r)]. Combining this
and (3.3), we deduce

lim sup u(t, x) < A(x) uniformly for x € [0, +c0).

t—+00
Similarly, we have
(3.4) lim sup v(¢, x) < A(x) < 1 uniformly for x € [0, +00).
t—+0o
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L _ 1, there exist 7; > 0 such that u(t,x) <1l+g fort>1t,x€[0,00).

Therefore for any small g; < 5

Then v satisfies

Vi—Vex 2 V(1 — ko —kpe1 —v), t>1,0<x< 400,
3.5 v(t,0) =0, t> 1,

v(t1,x) > 0, 0 < x < +oo.

Let v, be the unique solution of

(V*)t - (V*)xx = V*(l - k2 - k281 - V*), t> [1,0 < x < 400,
(v:)(2,0) =0, t>1,
(v(t1, x) = v(ty, x), 0 < x < +oo.

By the comparison principle, we have v(t, x) > v.(¢, x) for all t > ¢; and x > 0. From [8], we obtain
lim;_, o v4(t, -) = ¥.(-) uniformly in any bounded subset of [0, co), where ¥, satisfies

VW +9.(1 —kp —kye1 —7,) =0, for x>0,

7:(0) = 0,Vu(+00) = 1 — ky — kaey,

P.(x) > 0, for x> 0.
Therefore, for any large L > 0, there exists #;, > #; such that

Pu(x)
2

3.6) v(t, x) = vi(t,x) > fort>tr, 0<x<L.

Then (u, v) satisfies

Uy = Uyy + u(l —u—kyv), O<x<h(t),t>t,

Vi = Ve + V(1 — v —kou), 0<x<+4o00, t>1,
(.7 W(t,0) = 0, ut,0) = u(t, k() = 0, > 1y,

u(t,x) <1+ep,v(t,x) > G*EX), O<x<Lit>t.

Since u = 0 for ¢ > t;, x > h(¢), no matter whether or not h(f) < L, we always have u < it and v > v in
[#1, 00) X [0, L], where (i, v) satisfies

Uy = iy + (1 — it — k1v), O<x<L, t>1,

3.8) yt:\_/Xi+y(_l—y—_k_2ﬁ), ) O<x<L, t>1,
X(t’ 0) - 0’ M(t, O) - M(ta h(t)) - O’ t>1,
ﬁ(t,x)=l+81,y(t,x)=@, O0<x<L x=L,ort=1t.

The system (3.8) is quasimonotone nonincreasing, which generates a monotone dynamical system with
respect to the order

(u1,v1) £ guz, ) if and only if uy < uy and vy = v;.
Obviously, the initial value (1 + g1, %") is also an upper solution. By the theory of monotone dynamical
systems (cf. [19]), we have lim;,o @(t, x) = iz(x) and lim;—,o v(t, x) = v, (x) uniformly in [0, L], where
(i1, v) satisfies

—(0p)xx = ur(1 —iig, — k]EL), 0<x<L,
- =v, (I =y, —kou;), 0<x<L,
i (0) = v, (0) =0,

(L) = 1 +e1,p, (L) = 22,

(3.9

and (i, v;) < ¢(1 +&1,%).
Assume 0 < L} < Ly, by comparing the boundary conditions and initial condition in (3.8) with L
replaced by L; (i = 1,2), we have iy, (x) > #t,(x) and ng(x) < yLz(x) for x € [0, L{].
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Let L — +oo, then (it (x), v, (x)) = (fleo(x), v, (x)), which satisfies

~(loo)xx = Hoo(l — floo — klzw)a x 20,
—(Vo)xx = Vo (I = v —kou ), x2=0,
Ue(0) = v (0) =0,

leo(x) <1 +e1,v (x) 2 hx)

2 9
Next we show that it, = 0 and v = A(x). Let (Z(¢, x), W(t, x)) be the solution of the problem

x>0.

Zi—Z = Z(1 = Z — g W), t>0,x>0,

(3.10) W= W= WA -W-kZ), t>0x20,
) Z(,0) = W(,0) =0, t>0,
2(0,x) = 1+ &, W(O0,x) = =2, x>0.

From [16], we have (Z, W) — (0, A) as t — oo uniformly in [0, c0). By the comparison principle, we get
that ito,(x) < Z(t, x) and v (x) > W(z, x) for ¢ > 0, which gives that i1, (x) = 0. Combining this with (3.4)
we havey = A.

Thus we have limsupu(t,-) < 0 and lgg +loI<1)f v(t,-) > A(-) uniformly in [0, L], which implies that

t—+0o
tlim u(t,-) =0and tlim v(t,+) = A(-) uniformly in any bounded subset of [0, +c0).
—+00 —+00

However, by the proof of Lemma 3.1, U, is also an upper solution, we can prove that h(f) — 0 as
t — T for some T < +oo. This contradicts our assumption 7 = +oo. Hence there must be T < +oo,
combining this and Theorem 2.2 we have h(f) — 0 as ¢t — T. Additionally, by Lemma 3.1 we have
lim;_,7 maxe[0,h(r)] u(t,x) = 0. O

4. INVASION OF A SUPERIOR COMPETITOR

In this section, we are devoted to the case that u is a superior competitor, thatis 0 < k; < 1 < ko, we
will have a trichotomy result (see Main result 2 in the introduction).

Theorem 4.1. Assume 0 < a < %3 Let (u, v, h) be the unique solution of the problem (1.1), (u, h) defined
on [0, T) with T € (0, +oo]. Then the solution is either in Case (I) or Case (II) or Case (1) in the Main
results 2 (see them in the introduction).

We prove Theorem 4.1 by several lemmas (see the following Lemmas 4.2- 4.4). In the rest of this
section, we always assume that (u, v, 1) is the unique solution of (1.1) with ug € 2 (ho) and vy satisfies
(1.2).

Lemma 4.2. If heo = +00, then lim;_, . u(t,-) = A(-) and lim;—, 1o v(¢,-) = 0 uniformly in any bounded
subset of [0, +00), where A(-) satisfies (1.9).

Proof. From the proof of Theorem 3.2, we have

4.1) limsupu(t,x) < A(x) <1, limsupv(t,x) < A(x) <1

t—+00 t—+00

uniformly for x € [0, +00), where A(x) satisfies (1.9). Therefore, for any small positive &, < %, there
exists r, > 0 such that v(r, x) < 1 + & fort > 1, x € [0, +0).

On the other hand, since h,, = +oo, for any large [ > =«
h(t) > [ for t > t;. Then u satisfies

{ut—uxx2u(1—u—k1(1+82)), O<x<h@),t>1,

1 .
Thhs there exists #; > t, such that

“4.2) u(t,0) = u(t, h(r)) = 0, t>t,

W () = —uy(t, h(t)) — a, t>1.
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Consider the following problem,
u—u, =ull-—u-—k(l+e&)), 0<x<l >0,
4.3) u(t,0) = u(t,l) =0, t>0,
u(ty, x) < u(ty, x), 0<x<lL
Denote its solution by u; (, x), it follows from the comparison principle that u(z, x) > u; (¢, x) for all £ > 7,

and x € [0,]. Thus u(z, x) > # for x € [0,[] and ¢ > ;. Moreover,

u(t,x) u
liminf u(t, x) > lim ANAEAES MO(X),
t—+00 t—+00 2 2

where g (x) is the nonegative solution of

—q¢" =q(1-q-ki(1+&)), 0<x<l
4.4
@4 {%m=WPO
By the phase plane analysis (cf, [3]), as [ — +o0, up(x) tends to A(x) locally uniformly in [0, +00).
Additionally, (u, v) satisfies

Uy — Uyy = u(l —u—kyv), O<x<l, t>1,

Vi —Vex = V(1 —v —kou), O<x<l t>1,
(4.5) u(t,0) = v(z,0) = 0, t>0,

u(t, x) = 4 (zl’x), vit,x) < A(x), 0<x<l t>1.
Of course

U — Uy, = u(l —u—k1v), O0<x<l/2, t>1,

Vi = Vex = V(1 —v = kou), O0<x<l/2, t>1,
(4.6) u(t,0) = v(t,0) = 0, t>0,

u(t, x) > u;(zt’x), vit,x) < Ax), 0<x<I/2,t>1.

As in the proof of Theorem 3.2, from the theory of monotone dynamical systems that
lim inf u(z, x) > u;(x)
t—+00

and
lim sup v(¢, x) < vi(x)

t—+00
in [0, 1/2], where (1, V) satisfies
—u =u(l—u,—kiv), 0<x<I/2,
v =l =vi=kiu), 0<x<l/2,
1,0 = 7(0) = 0,
u(1/2) = Y2 5,1/2) = 1 + &.

Letting [ — +o0, we have (u;, v;) = (4, Vo), Where (1, Vo) satisfies

“4.7)

—u), = u (1 —u, —kive), 0<x< +00,
=V = Vool = Vo — kou_), 0<x< 4o,
4.8) u_(0) = ¥eo(0) = 0,

U, (+00) 2 lim B2, Foo(x) S A, 0 < x < Hoo.
—+00

By the global dynamical behavior of the ODE system (cf. [16]), there hold u_ (x) = A(x) and Ve (x) = 0.
Therefore, liminf,_, ;o u(t, x) > A(x) and lim sup,_, ., v(¢, x) < 0. By this and (4.1), we get

tlim u(t,) = A(-) and tlim v(t,+) = Olocally uniformly in [0, +00).
—+00 —+00
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By Lemma 3.1 and Theorem 3.2 we have the following results.

Lemma 4.3. Let (u, v, h) be a solution of (1.1). If lim,_= h(t) = 0, then T < +o0 and

t—T

lim max u(z,x) =0,
1—00 0<x<h(r)

tliIJ‘rn v(t, x) = A(x) locally uniformly for x € [0, +00),
where A(x) satisfies (1.9).

Lemma 4.4. Assume that 0 < a < «aq, Let (u, v, h) be a solution of (1.1). If 0 < hs < +00, then he, = L,
and (u,v) = Wg, Ng), where Wy, g, Lo) satisfies (1.10).

Proof. By Theorem 2.1, for any sequence {t,}, there exists subsequence In; such that u(t,lj, ) = wo(-) and
V(tn;,-) = no(-) as t,; — +oo, where (wo, 170) satisfies

—W(')’ = Wo(l - Wy — klno), 0<x< +oo,

=1y = no(l =19 —kawp), 0 < x < +oo,
4.9) wo(0) = wo(he) =0,

wo(x) > 0 for x € (0, he),

w(x) = 0when x > he.

For y € (0, 1), by passing to a subsequence,
(410) /h_)n(;lo ||u(fl’lja ) - WO(')”CH;/([O’h(fnj)D - O and /h_)n(;lo ||v(fl’lj9 ) - 770(‘)||C]+7([0,h(1—"ﬂj)]) - 0'

Therefore,

W (tn;) = —ux(tn;, h(ty;)) — @ = —wiy(heo) — @ > 0.
On the other hand, since A € (0, +00) and A(¢) is Holder continuous when A(t) > 0. So h’'(t) — 0 as
t — +oo, this implies that —w((he) = . By uniqueness of the solution for the problem (4.9), we derive
that (wo, n79) is nothing but (wy, 1) and he = L. O

Lemma 4.5. Suppose that @ > oy = %5 (u, v, h) is a solution of the problem (1.1), with (u, h) defined on
some maximal existence interval [0, T) and v defined on [0, +c0), then

T < +c0, lim A(f) =0, lim max u(z, x) = 0,
t—+T t—T X€[0,h(D)]

and
tliI-P v(t, ) = A() locally uniformly in [0, +c0).

Proof. Consider the following ODE problem,

{{”+§(l—{)=0, —00 < x <0,

(4.11) £(0) =0, {(=e0) =1,

L(x) >0 forx<O.

By the Hopf Lemma, £/(0) < 0. Also —Z'(0) = L.
We extend £ to [0, +0) by assuming
L(x) =" (0)x for x> 0.
Define gp := maxg<y<p, 4o(x). Choose a sufficiently small €3 > 0, then there exists 6 > 0 such that
u(l—-u)—(u+e&3)(1 —u—¢&3)=des forl —e3<u<land0 < &3 < g,

Define
k:= max ' (£) <0,

(<1-¢&3
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v = (={(0) - @)g;' <0,

M := max ,0+ 1
{{ "(0)° }
Construct an upper soltuion U(t, X):=L(x—x"+ &) +q(t), fort >0and 0 < x < E(t), where

M
= j‘f + % +nhy > 2hy, n €N, g(t) := goe™?,
TN e q() M
h(r) = @) + ~70)° &@) = 6K61(f)-

Now we show that (v, E) is an upper solution of the problem (1.1) in £ := {(£,x) : 0 < x < E(t), 0<t<
T}. For1 —&3 < <1 we have

U -Un-Ul=-U-k)2U; = Uy — U1 =U) 2 g (1) + 69(t) =0

For the case —g(1) < £ <1 —&3. When x* —£(f) < x < h(), {(x) = ' (0)x, we have " =0 and ¢ < 0.
Hence, when —¢g(f) < { < 1 — &3, we have

U —Uyn—-U1-0U)>E&xk-Mg=0.
Additionally, we deduce from the definitions of M and v that

e (_ﬂk + g,fo)) g0 2 vao = ~£'(0) - a = ~T (2, k(1) -
The definition of U implies U(t, k(1)) = 0, while the definitions of x* and gy mean U (0, x) = up(x) for
€ [—ho, ho]. Therefore, by the comparison principle, u(t, x) < U (t,x) in Z and A(r) < h(t) for t € (0, T)
So h(t) is bounded, thereby Ao, < +o0 or A(f) converges to O within a finite time. If the former holds, from
Lemma 4.4, u converges to w,, this is impossible since there is no such solution when a > g Hence
h(t) = 0 and T < +oo. Also, from Lemma 4.3, u(t,x) » Oast — T and lim; 400 V(2, X) = A(X).
O

hmt—> +T

5. SUFFICIENT CONDITIONS AND THE PROOF OF MAIN RESULT 2

5.1. Sufficient conditions. In this section, we give some sufficient conditions for spreading or vanishing
of u(t, x).

Theorem 5.1. Let hy > 0, then the following properties holds:

(1) choose B < a and up(x) < wg(x) for x € [0, ho] C [0, Lg], vo(x) > ng(x), where (wg, ng, Lg) is the
solution of (1.10) with a replaced by . Then Case (1l) in the Main result 2 (see the introduction)
happens, that is, u vanishes and v spreads.

(2) choose y > a and up(x) > wy(x) for x € [0,L,] C [0, hol, vo(x) < n,(x), where (wy,1,) is the
solution of (1.10) with « replaced by y. Then Case (I) in the Main result 2 happens, that is, u
spreads and v vanishes.

Proof. (1) Note that 8 < a, ug(x) < wg(x) and vo(x) > ng(x), by Lemma 2.5 and Remark 2.6, we have
u(t, x) < wg(x) for x € [0,h(#)] and ¢ > 0. Thus we have 0 < he < Lg or lim, _ 7 h(z) = 0 for some
T < +oo. If the former case is true, by Lemma 4.4, u(t, x) will converge to w,(x) and A(f) tends to L,.
This is impossible since we have proved that 4., < Lg (note that Lg < L,). So the later holds, combining
this and Lemma 4.3 we deuce that u vanishes and lim,_, ;. v(¢, x) = A(x) locally uniformly in [0, +00).
(2) Since y > a, up(x) > wy(x) and vo(x) < 17,(x), by Lemma 2.5 and Remark 2.6, we have u(z, x) >
wy(x) for ¢t > 0 and x € [0,h(1)], v(t,x) < 17y(x). SO hoey < +00 Or he = +00. The former is also
impossible sine L, > L, and there is no compactly supported solution satisfying the free boundary

https://doi.org/10.4153/5S0008439525100829 Published online by Cambridge University Press


https://doi.org/10.4153/S0008439525100829

ASYMPTOTIC BEHAVIOR OF SOLUTIONS OF LOTKA-VOLTERRA EQUATIONS 15

condition. So only &, = +oco happens. It derives from Lemma 4.2 that lim,_, . u(?, x) = A(x) and
lim; . v(t, x) = 0. O

5.2. The completion of proof of the Main result 2. By Lemmas 4.2-4.4, we have Case (1), Case (I)
and Case (III). To prove Main result 2, we only need to prove the sharp result ( see the following Theorem
5.2).

Theorem 5.2. Let (u, v, h) be the solution of the problem (1.1) with uy = o¢ for some ¢ € Z (hy), o > 0,
denote u(t, x) as u(t, x; o). Then there exists

0" = 0" (hy, ¢) := sup{o : u(t, x; o) vanishes for o € (0,09]} € (0, +c0]
such that

(1) If o < o, Case (II) happens.
(2) If o = 0%, the transition case happens.
(3) If o > o, Case (I) happens.

Proof. (1) The case 0 < o < o*, by the definition of o* and Lemma 2.5, we get that vanishing happens
for u. By this and Lemma 4.3, we deduce that Case (II) happens when 0 < o < 0.

(2) The case o = o*. In this case, we cannot have Case (II), for otherwise we have, for some large
th >0,

u(to, x) < wg(x), x € [0, h(t0)] C [0, Lg].
and
v(to, x) > ng(x) for x € [0, +00).

Due to the continuous dependence of the solution on the initial values, we can find a € > 0 sufficiently
small such that the solution (u., v, he) of (1.1) with initial data (o™ + €)¢ satisfies

ue(to, x) < wg(x), x € [0, h(to)] C [0, Lg]
and
ve(to, x) 2 ng(x)  for x € [0, +00).

Hence we can apply Theorem 5.1 that vanishing happens for (u, h¢), a contradiction to the definition of
o*. Thus at o = ¢*, u cannot vanish. So Case (II) is impossible.

We next prove that spreading of u cannot happen when o = o*. Otherwise, for large #y > 0, there
holds

5. h(to) > Ly, u(to,) > wy(-)in [0,L,], and v(t,x) < n,(x) for x >0,

where (w,,7,,L,) is given in Theorem 5.1 (2). Also, we may choose a small € such that the solution
(uf, v, he) of (1.10) with ug = (o* — €)¢ also satisfies (5.1). From Lemma 2.5, we have, for all # > 0,

u(to + t,x) > wy(x) in (0,L,) C [0,h°(1)] and v(tp + 1, x) < ny(x) for x > 0.

Hence 5.1 (2) implies that spreading happens for (1, 4€). But it is a contradiction to the definition of o*.
Hence when o = 0, there is only the transition case.

(3) The case o > 0. We only need to prove that the transition case cannot happen when o > o*. Let
(U, v, h,) be the solution of the problem (1.1) with initial data uy = o*¢, and (u;, vy, h1) be the solution
of the problem (1.1) with initial data uy = o¢ and vy is the same one as in the case o = o*. Suppose that
the transition case also happens for (11, vy, k). Then

(5.2) h.it) > L, and h(t) > L, ast — +co.
By the comparison principle we have, for all £ > 0,

hi (1) < hi (1), u.(t,x) <uy(t, x) for x € (0, h.(1)]; v.(t,x) > vi(t, x) for x > 0.
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For some fy > 0, there is small €; > 0 such that
hi(0) + €1 < hi(9), u.(to, x — €1) < ui(to, x) in [€1, h.(ty) + €]
Thus we have, for all ¢ > 0,
u(t + to, x — €1) < uy(t + to, x) in [€1, h(t + tg)]

and
ho(t + ty) + € < h(t + 1y).
Combining this and (5.2), letting t — +oo0, we have L, + € < L,. This contradiction implies that the

transition case is impossible when o > 0. So only Case (I) happens.
m|
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